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ABSTRACT
Churning which is the sudden defection of a subscriber to competitors is a disturbing problem in the global telecommunication industry. However, the effectiveness of existing churn control strategies can be improved if an integrated approach that incorporates several dimensions of the phenomenon of churning is adopted. In contrast to existing approaches, this paper proposes an integrated approach to churn management and control by using a data mining process framework that enables churn prediction, determination of reason(s) for churn, and recommendation of appropriate intervention strategy for customer retention. A data mining experiment that was undertaken using data from a major telecom operator in Nigeria to assess the viability of the approach yielded encouraging results.
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1. Introduction
The competitive nature of the wireless telecommunication industry derives from having several wireless telecom operators striving to win over a particular population with services that are basically similar. This often leads to release of new services, promotion of incentives packages, endless advertisement and incessant new rate regimes. The effect of this, especially for a fully matured market is the tendency for a subscriber to migrate to another competitor. Although, the Nigerian wireless telecom market is not fully matured with less than 40% of the entire population as wireless subscribers, the elite market is fully saturated, and so churn control among this high-value subscriber population should be of uppermost concern to any telecom operator that wants to be proactive.

The phenomenon of churning is a process of defection of a subscriber from a company to its competitor. Churning is a major market-repositioning situation, which usually occurs as the market in which two or more companies are competing matures. When this is the case, the whole organization has to change. It not only places a concern on a product, a person or a department but it is a challenge at all levels of the entire company hierarchy. To handle this, the company has to take a holistic view on the cause of the churning and what to do about it.

A general customer base analysis place emphasis on effective churn management. Churning should be well understood by taking a thorough look at the phenomenon from the competition, the market and the external factors point of view. The statistical ratio of customer’s loss to recently acquired customers is also an important metric for determining churn. A high churn rate is a pointer to the fact that customers are dissatisfied with the quality of services rendered and a low or near competitor rate indicates the market is highly competitive and growing. When the rate is high, drastic measures should be taken to bring forth reasons for churning and strategies for subscriber retention.

Different kinds of models and techniques have been used to predict customer churn in literature. A large number have extensively delve into churn prediction and quite a few have extended the prediction to include when a customer is likely to churn and the reason(s) why a customer might churn [1,2,3]. Also, some of the techniques that have been used to predict customer churn includes: logistic regression [4], decision trees (Classification And Regression Tree - CART) [5], artificial neural network [6], [7], data mining [8],[9], boosting [4], genetic algorithm [10] and ordinal regression [11].

In [4], Mozet et al. presented a scheme for predicting subscriber dissatisfaction and improving customer retention and profit maximization using statistical machine learning techniques, but the work did not address the issues of why and when churn will likely take place. In [11], a model based on the use of ordinal regression was adopted as an alternative to survival analysis in determining the tenure of customer in the mobile telecommunication industry. In [12], is a case study report of churn prediction in telecommunication industry using a data mining software package called MmimngMart. The critical success factor of approach used in the work was a clever preprocessing of the given data. In [13], the capabilities of three predictive models at predicting churn namely: neural network, logistic regression and decision trees were compared using complaint data. The aim was to identify the most suitable model hence a statistical analysis was done on each of the models in terms of their predictive accuracy. In [14], the report of a survey of churn and customer loyalty in the Korean telecom market was given.

However, to the best of our knowledge, none of the existing churn prediction approaches in the telecom industry has adopted an integrated approach to churn management and control that incorporates several dimensions of the
phenomenon of churn in a simple process framework. In this work, a data mining process framework that enables churn prediction, determination of reasons for churn, and recommendation of appropriate intervention strategy for customer retention is presented. By using a combination of expert systems and machine learning techniques, the process framework handles churn prediction from three perspectives. These are 1) prediction of which subscriber may churn; 2) determination of reason(s) why subscriber may churn; and 3) recommendation of appropriate strategy for customer retention. The process framework was implemented using a rich chunk of telecom subscribers' demographic data, subscribers' transactions information, and subscribers' complaints information.

The outline of the other aspects of this paper is as follows. Section 2 is a description of the process framework, in section 3 we give a description of the experimental procedure using prototypical data. Insection 4 we discuss our results and in section 5 we give the conclusion.

2. Description of the Process Framework

Most of the approaches so far reported in literature occur in contexts where the detailed information about subscribers like demography and transaction information are available, an example is corporate clients [12, 13, 14]. A dominant group of subscribers is the prepaid subscribers, where limited demographic information have been made available (as example in the Nigerian context), yet this group of subscribers form the greater bulk of an operator's subscriber base. The effort in this work is focused on building an appropriate prediction model from available information on prepaid subscribers. This prediction model provides the basis for a process framework, that facilitates the mining of telecommunication data such that the possibility of churn can be predicted, the reasons for churn can be provided, and appropriate remedy recommended.

The proposed framework architecture for subscriber management that facilitates churn prediction, discovery of reasons for churn, and recommendations of intervention strategy for subscriber retention is shown in figure 1. It is composed of subscribers' data components as obtained from a telecommunication service provider. The subscribers' data comprises of the complaint and repair data, and customer transaction data which are used to build an appropriate data prediction model. The data prediction model is processed for churn prediction. The result of the churn prediction procedure is passed to a decision support expert system component that recommends the most appropriate intervention strategy for customer retention.

3. The Experiment

A data mining experiment was carried out using data obtained from the telecom industry in order to validate the plausibility of our proposed framework architecture for churn management. The subscriber data used for the experiment was obtained from the database of a major wireless telco in Nigeria (the specific operator will not want to be identified, as churn prediction results are confidential). Although relatively few real data was given out, the schema of the relevant database tables were made accessible from which further hypothetically data were generated for the purpose of the experiment. The outlook of the schema of the subscriber transaction database is as follows:

```
subscriber = (subscriber_number, called_number, incoming_route, outgoing_route, amount_billed, amount_all_reduced, International Mobile Subscriber Identity (IMSI) unique, exchange_id, record_type (data, voice, gsm etc), event_type). Therefore a typical subscriber transaction can be selected from the transaction database using an appropriate query statement such as:
```

```
Select call_date, details, caller_number, called_number, call_duration, call_price, balance_before, balance_after from transactionDB where subscriber_number = subscriber_number;
```

The complaint data containing the records of complaint by subscribers has the structure:

```
complaint_data = (request_complaint_id (unique), date of complaint, time of complaint, type of complaint, status (open or closed), operator (internal staff initiative, handled by (person to whom the problem was assigned)). The nature of the complaint database and subscriber transaction allows for multiple occurrences of records of transactions and complaints of subscribers. Other relevant information about a subscriber include: date of subscription, type of service subscribed, and subscriber number (unique).
```
3.1 Data Prediction Model

In order to predict churn and generate the reason for churn, a prediction model that exploits the observable feature characteristics of individual subscriber transactions in the database of the Telecoimn Operator was formulated. The structure of the complaints dataset of the Telecoimn Operator revealed that a typical subscriber complaint can be classified into unique categories that have been denoted by unique codes. These include: swim swap billing (sbb), damaged recharge cards (drc), inability to roll credit (irc), inability to make or receive calls (imr), roaming problems (rb), migration issues (mi), gps (gp), swap (swp), rae (rv), dealers (dl), handset problems (hsp), and vip issues (vp). Twenty one (21) metric parameters that were considered most significant in determining the churn behavior of a typical subscriber were identified from the subscriber transactions and the complaint records datasets. Data for these metric parameters were extracted from the subscriber transactions and the complaint records datasets in order to obtain a data model that can be used for churn prediction. An algorithm was implemented to scan the input datasets (i.e. transaction and complaint data) in order to generate the values for the metric parameters per subscriber. Table 1 shows sample data values after the generation process. The generated data model consist of 1,250 subscriber records, which was partitioned into training dataset (80%) and test dataset (20%). The training dataset of the data model was used for the Artificial Neural Network-based prediction of churn. The 21 metric parameters are presented as follows:

1. Calling number (unique)
2. Calls made ratio = (total number of calls made / number of days)
3. Calls received ratio = (total number of calls received / number of days)
4. Calls dropped ratio = (total number of incomplete calls / number of days)
5. Amount charged ratio = (total amount charged / number of days)
6. Service utility ratio = (total calls duration / total number of calls)
7. Credit load ratio = (total credit load/ number of days)
8. sbc ratio = (number of sbc complaints/ total number of complaints)
9. drc ratio = (number of drc complaints/ total number of complaints)
10. ilc ratio = (number of ilc complaints/ total number of complaints)
11. imr ratio = (number of imr complaints/ total number of complaints)
12. rb ratio = (number of rb complaints/ total number of complaints)
13. gp ratio = (number of gp complaints/ total number of complaints)
14. vp ratio = (number of vp complaints/ total number of complaints)
15. vs ratio = (number of vs complaints/ total number of complaints)
16. dl ratio = (number of dl complaints/ total number of complaints)
17. hp ratio = (number of hp complaints/ total number of complaints)
18. vp ratio = (number of vp complaints/ total number of complaints)
19. Complaint frequency ratio = (number of complaint / number of days)
20. Response ratio = (number of closed complaints/ total number of complaints)
21. Mean-response = (total time spent on closed complaint / number of closed complaint)
22. No-response ratio = (total number of open complaint / total number of complaints)

3.2 Churn Prediction with Artificial Neural Network (ANN)

The values in the data model were rescaled to values between 0 - 1 using interval scaling with the formula:

\[ A_i = \frac{V_i - V_{\text{min}}}{V_{\text{max}} - V_{\text{min}}} \quad \text{For } i = 1 \ldots n \]  

The rescaled values were used as inputs into a feedforward back propagation artificial neural network model (see Table 2). The churn prediction neural network model was implemented using MATLAB 7.0 Software [15]. The configuration of the feedforward neural network model used was a 21-22-1 Multi-Layer Perceptron (MLP) [16], with 21 neuronode units in the input layer which directly corresponds to the number of input parameters in our prediction model template, 22 neuronode units in the hidden layer (only one) and one neuronode unit in the output layer that corresponds to the output (1 or 0) which is indicative of whether a subscriber churns or not. The Levenberg-Marquardt (TRAINLM) backpropagation algorithm was used in training the network with the following training parameter values:

<table>
<thead>
<tr>
<th>net.trainParam.epoch</th>
<th>net.trainParam.epochs</th>
<th>500</th>
<th>Maximum number of epochs to train</th>
</tr>
</thead>
<tbody>
<tr>
<td>net.trainParam.goal</td>
<td>net.trainParam.performance</td>
<td>0</td>
<td>Performance goal</td>
</tr>
<tr>
<td>net.trainParam.maxfail</td>
<td>net.trainParam.maxvalidation</td>
<td>5</td>
<td>Maximum validation failures</td>
</tr>
<tr>
<td>net.trainParam.mireduce</td>
<td>net.trainParam.factorfor</td>
<td>0.1</td>
<td>Factor to use for memory/speed tradeoff</td>
</tr>
<tr>
<td>net.trainParam.min_grad</td>
<td>net.trainParam.min_grad</td>
<td>0.01</td>
<td>Minimum performance gradient</td>
</tr>
<tr>
<td>net.trainParam.madecrease</td>
<td>net.trainParam.min</td>
<td>0.001</td>
<td>Initial Adaptative learning parameter value (M0)</td>
</tr>
<tr>
<td>net.trainParam.madecrease</td>
<td>net.trainParam.min</td>
<td>0.4</td>
<td>Mu decrease factor</td>
</tr>
<tr>
<td>net.trainParam.maire</td>
<td>net.trainParam.min</td>
<td>0.1</td>
<td>Mu increase factor</td>
</tr>
<tr>
<td>net.trainParam.showepochs</td>
<td>net.trainParam.epochsbefore</td>
<td>25</td>
<td>Epochs between showing progress</td>
</tr>
<tr>
<td>net.trainParam.time_int</td>
<td>net.trainParam.interval</td>
<td>1</td>
<td>'interval'</td>
</tr>
</tbody>
</table>
In figure 2 the graphical representation of pattern of weight convergence and number of training epochs is presented.
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**Figure 2: Graph of Weight Convergence vs. Number of Epochs**

### 3.3 Generating Reasons for Churn and Intervention Strategy

The results obtained from churn prediction using artificial neural network was passed into a Decision Support Expert System (DSES) to generate the probable reasons for churn, and recommendations of intervention strategy for customer retention. The DSES was implemented using the Java Expert System Shell (JESS) 7.1, a rule engine for the Java Platform [17]. The rule inference engine of the DSES was populated with a set of if-then rules that enabled the generation of recommendations of appropriate incentives based on the credit rating of a subscriber. Subscribers are classified as high-valued, medium-valued and low-valued using a specific value rating threshold function

\[
Th(x) = \begin{cases} 
1 & \text{if } V(x) \geq 60 \text{ // 'high'} \\
0.5 & \text{if } V(x) \geq 40 \text{ and } V(x) < 60 \text{ // 'medium'} \\
0 & \text{if } V(x) < 40 \text{ // 'low'}
\end{cases}
\]  

(3)

Where:

\[
V(x) = \left(\frac{\text{calls made ratio} \times \text{calls received ratio}}{2} + 100\right)
\]

In the recommendation scheme, the low-valued customers are ignored while medium and high-valued customers have best-fit retention strategies recommended for them based on the set of in-built rules. In order to generate reasons for churn, the DSES selects a particular compliant rating metric as 'high' if it is above 0.5 and 'low' otherwise. Typical instances of inference rules for generating reasons for churn are shown as follows:

1. If `call dropped ratio > 0.5` (‘high’) and churn prediction = 1 (‘Yes’) Then 'subscriber may churn due to high dropped calls'
2. If `sub ratio > 0.5 and call dropped ratio > 0.5` and churn prediction = 1 Then 'subscriber may churn due to subb, high dropped calls'
3. If `ile ratio > 0.5 and sub ratio > 0.5 and call dropped ratio > 0.5` and churn prediction = 1 Then 'subscriber may churn due to ilec, sub problems, high dropped calls'

The equivalent Jess definition of these rules is shown in figure 3, while figure 4 is a snapshot of the churn management and control interface of the DSES.

```jess
(defrule high-dropped-calls; checks what happens for
  (?call_dropped_ratio 0.5) & (eq ?churn_prediction 1)
  => (printout t "subscriber may churn due to high dropped calls" clf)
)
(defrule subb-problems; checks what happens for
  (?subb_ratio 0.5) & (?call_dropped_ratio 0.5)
  & (eq ?churn_prediction 1)
  => (printout t "subscriber may churn due to subb, high dropped calls" clf)
)
(defrule ilec_ratio-subb-high-dropped-calls; checks what happens for
  (?ilec_ratio 0.5) & (?subb_ratio 0.5)
  & (?call_dropped_ratio 0.5) & (eq ?churn_prediction 1)
  => (printout t "subscriber may churn due to ilec, subb problems, high dropped calls" clf)
)
```

**Figure 3: A Sample of Jess Rules in the DSES**

### 4. Results and Discussions

Thus far, our experience gives credence to the feasibility of using the proposed framework as a viable model for effective subscriber management in the telecommunication industry. The DSES proves to be an ideal complement to the interpolative power of the neural network in predicting prospective future churn by providing the probable reasons why churn may occur and a suggestion of possible intervention strategy. All of these have been achieved with an acceptable level of performance. Also, it was discovered that using a single integrated framework that incorporated several dimensions of the churn phenomenon enabled information about subscribers that are useful for churn control to be effectively managed. The framework made it possible to detect likely churn early enough and to devise appropriate retention strategy to forestall churn. This offers significant improvement over existing churn control approaches that lack this kind of multi-dimensional orientation.

### 5. Conclusion

In this paper, an integrated data mining process framework for management of churn that enables churn prediction, determination of reasons for churn and recommendation of appropriate retention strategy for
effective subscriber management in a fast moving telecom market has been proposed. The viability of the concept proposed was confirmed by conducting a data mining experiment using data from the Nigerian telecom industry. The results from the experiment revealed that the approach have the potential to ensure the retention of high-valued customers and ultimately the promotion of profitability. In future work, the data mining framework will be extended to include the detection of the timing of churn i.e. when a subscriber is likely to churn using survival analysis.

References
Figure 4: A view of the Churn Management and Control Interface

Table 1: Showing values generated from subscriber data for Churn Prediction

<table>
<thead>
<tr>
<th>Subscriber Code</th>
<th>Subscriber Name</th>
<th>Customer Value Rating</th>
<th>Rating Deviation</th>
<th>Social Media Score</th>
<th>Frequency of Complaints</th>
<th>Response Rate</th>
<th>Missed Response Rate</th>
<th>Churn</th>
</tr>
</thead>
<tbody>
<tr>
<td>08501</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>08502</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>08503</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>08504</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>08505</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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Table 2: Showing ratio values from subscriber data

<table>
<thead>
<tr>
<th>Callling number</th>
<th>Calls made ratio</th>
<th>Calls received ratio</th>
<th>Calls dropped ratio</th>
<th>Amount charged ratio</th>
<th>Service charge ratio</th>
<th>Credit load ratio</th>
<th>sub ratio</th>
<th>drc ratio</th>
<th>ilc ratio</th>
<th>Complaint frequency ratio</th>
<th>Response ratio</th>
<th>Mean response</th>
<th>No-response ratio</th>
<th>Churn</th>
</tr>
</thead>
<tbody>
<tr>
<td>080a1</td>
<td>0.05</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.011</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
</tr>
<tr>
<td>080a2</td>
<td>0.05</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.011</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
</tr>
<tr>
<td>080a3</td>
<td>0.05</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.011</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
</tr>
<tr>
<td>080a4</td>
<td>0.05</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.011</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
</tr>
<tr>
<td>080a5</td>
<td>0.05</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.011</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
</tr>
</tbody>
</table>

Table 3: Showing rescaled values for neural network input (split into two halves)

<table>
<thead>
<tr>
<th>Calling number</th>
<th>Calls made ratio</th>
<th>Calls received ratio</th>
<th>Calls dropped ratio</th>
<th>Amount charged ratio</th>
<th>Service utility ratio</th>
<th>Credit load ratio</th>
<th>sub ratio</th>
<th>drc ratio</th>
<th>ilc ratio</th>
<th>Complaint frequency ratio</th>
<th>Response ratio</th>
<th>Mean response</th>
<th>No-response ratio</th>
<th>Churn</th>
</tr>
</thead>
<tbody>
<tr>
<td>080a1</td>
<td>0.001</td>
<td>0.0009</td>
<td>0.0009</td>
<td>0.0009</td>
<td>0.0009</td>
<td>0.0009</td>
<td>0.0009</td>
<td>0.0009</td>
<td>0.0009</td>
<td>0.0009</td>
<td>0.0009</td>
<td>0.0009</td>
<td>0.0009</td>
<td>0.01</td>
</tr>
<tr>
<td>080a2</td>
<td>0.001</td>
<td>0.0009</td>
<td>0.0009</td>
<td>0.0009</td>
<td>0.0009</td>
<td>0.0009</td>
<td>0.0009</td>
<td>0.0009</td>
<td>0.0009</td>
<td>0.0009</td>
<td>0.0009</td>
<td>0.0009</td>
<td>0.0009</td>
<td>0.01</td>
</tr>
<tr>
<td>080a3</td>
<td>0.001</td>
<td>0.0009</td>
<td>0.0009</td>
<td>0.0009</td>
<td>0.0009</td>
<td>0.0009</td>
<td>0.0009</td>
<td>0.0009</td>
<td>0.0009</td>
<td>0.0009</td>
<td>0.0009</td>
<td>0.0009</td>
<td>0.0009</td>
<td>0.01</td>
</tr>
<tr>
<td>080a4</td>
<td>0.001</td>
<td>0.0009</td>
<td>0.0009</td>
<td>0.0009</td>
<td>0.0009</td>
<td>0.0009</td>
<td>0.0009</td>
<td>0.0009</td>
<td>0.0009</td>
<td>0.0009</td>
<td>0.0009</td>
<td>0.0009</td>
<td>0.0009</td>
<td>0.01</td>
</tr>
<tr>
<td>080a5</td>
<td>0.001</td>
<td>0.0009</td>
<td>0.0009</td>
<td>0.0009</td>
<td>0.0009</td>
<td>0.0009</td>
<td>0.0009</td>
<td>0.0009</td>
<td>0.0009</td>
<td>0.0009</td>
<td>0.0009</td>
<td>0.0009</td>
<td>0.0009</td>
<td>0.01</td>
</tr>
</tbody>
</table>