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Genes are termed to be essential if their loss of function compromises viability or results in profound loss
of fitness. On the genome scale, these genes can be determined experimentally employing RNAi or knock-
out screens, but this is very resource intensive. Computational methods for essential gene prediction can
overcome this drawback, particularly when intrinsic (e.g. from the protein sequence) as well as extrinsic
features (e.g. from transcription profiles) are considered. In this work, we employed machine learning to
predict essential genes in Drosophila melanogaster. A total of 27,340 features were generated based on a
large variety of different aspects comprising nucleotide and protein sequences, gene networks, protein-
protein interactions, evolutionary conservation and functional annotations. Employing cross-validation,
we obtained an excellent prediction performance. The best model achieved in D. melanogaster a ROC-
AUC of 0.90, a PR-AUC of 0.30 and a F1 score of 0.34. Our approach considerably outperformed a bench-
mark method in which only features derived from the protein sequences were used (P < 0.001).
Investigating which features contributed to this success, we found all categories of features, most promi-
nently network topological, functional and sequence-based features. To evaluate our approach we per-
formed the same workflow for essential gene prediction in human and achieved an ROC-AUC = 0.97,
PR-AUC = 0.73, and F1 = 0.64.
In summary, this study shows that using our well-elaborated assembly of features covering a broad

range of intrinsic and extrinsic gene and protein features enabled intelligent systems to predict well
the essentiality of genes in an organism.

� 2020 The Authors. Published by Elsevier B.V. on behalf of Research Network of Computational and
Structural Biotechnology. This is an open access article under the CC BY-NC-ND license (http://creative-

commons.org/licenses/by-nc-nd/4.0/).
1. Introduction

Essential genes are necessary for viability and replication, and
thus knowledge about essentiality is central for a broad range of
life science research, most prominently for drug target identifica-
tion [1], but also synthetic biology [2], evolutionary studies [3]
and cancer research [4]. Specifically, knowledge about essential
genes in insects is highly relevant for health care and the agricul-
ture, since this group of organisms comprises the most important
vectors for infectious diseases like malaria, dengue, sleeping sick-
ness as well as crop pests. Specific insect genera are responsible
for this large medical and economic damage, like Anopheles [5],
Aedes [6,7], the tsetse fly [8] or Sitophilus [9]. This burden is typi-
cally approached by insecticides used e.g. for indoor spraying or
coating of mosquito nets. However, the vectors develop resistances
fast, making it mandatory to develop new insecticides [10,11]. This
is an intriguing scientific field of research and can be effectively
approached by identifying so far unexplored essential genes pro-
viding targets for novel insecticides.

However, to identify essential genes experimentally on a large
scale is resource intensive, and may not be feasible for all organ-
isms and genes, as typically, for each gene, a knock-out or knock-
down strain needs to be generated. With the advent of genomics
there has been an increasing interest in the identification of essen-
tial genes, which was vigorously stimulated computationally using
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machine learning (ML) algorithms. Moreover, ML algorithms facil-
itated comparative analyses of features revealing characteristics of
essential genes [12]. In general, essential gene prediction can base
on intrinsic features from nucleotide [13] or protein sequences [14]
(e.g. GC content, codon usage, protein length) and combinations of
both [15]. Intrinsic in this context denotes features, which can be
directly derived from DNA and protein sequences. In addition,
characteristics extrinsic to a gene sequence like network topology
(e.g. degree centrality and clustering coefficient), homology (e.g.
number of homologs), gene expression (e.g. co-expression net-
works, fluctuations in gene-expression), cellular localization of
the expressed protein and functional domains have been used as
predictors for essentiality [15–18]. We elaborated on a compre-
hensive integration of all these aspects. Notably, also Campos
et al. hypothesized recently [14] that combining intrinsic and
extrinsic features should improve prediction performance.

As a case study, we predicted essential genes in Drosophila (D.)
melanogaster based on the integration of sequence derived, topol-
ogy, homology and functional features. We used D.melanogaster
because several knock-out and knock-down experiments have
been performed with this model insect providing a plethora of
excellent data and its capacity to serve as a model for further appli-
cations targeting insecticide discovery of the above described dis-
ease transmitting vectors. In order to test if our comprehensive
feature selection approach performs in other eukaryotes as good
as in D.melanogaster, we performed the same workflow on human
data and achieved even better results. This indicates the generaliz-
ability of our approach.
2. Materials and methods

2.1. Defining the gold standard

We assembled a list of essential genes selected from the data-
bases Online GEne Essentiality (OGEE) [19] and the Database of
Essential Genes (DEG) [20]. OGEE contains essential gene annota-
tions based on two RNAi screens from cultured cells and whole
organisms of D.melanogaster [21,22]. In total, OGEE collected
essentiality information of 13,852 genes. 13,781 of which were
provided by Boutros et al. basing on experiments using cell lines
[21] and 437 by Chen et al. observing whole organisms [22]. 46
genes had different essentiality status between these two studies
and were excluded from our analyses (they were neither in the list
of essential nor non-essential genes of our gold standard). In total
249 genes were obtained from OGEE to be essential.

DEG contains 339 essential genes derived from a p-element
insertion screen on whole organisms [23]. However, DEG does
not provide information about non-essential genes in D.me-
lanogaster. To work with a comprehensive set of essential genes
we combined the lists of essential genes from OGEE and DEG
(union) and used the list of non-essential genes from OGEE. This
resulted in 441 essential and 11,788 non-essential genes. For these
genes, features were derived as described in the following.
2.2. Feature generation

A main hypothesis of this work was, that a broad collection of
intrinsic and extrinsic gene features from a large variety of differ-
ent data sources should outperform the usage of a narrower spec-
trum, such as only protein sequence features in the prediction of
essential genes in eukaryotes.

A large set of initial features was generated based on eight dif-
ferent sources including (1) protein sequence, (2) gene sequence,
(3) functional domains of the proteins, (4) topology features
derived from transcription profiles, (5) topological features derived
from protein interactions, (6) evolution/conservation, (7) protein
subcellular localization, and (8) gene sets from Gene Ontology
and KEGG, depicted in Fig. 1A.

Protein and gene sequence features (feature categories 1 and 2):
Protein and DNA sequences were obtained from FlyBase [24] (ver-
sion 2019_02). For deriving the protein and gene sequence fea-
tures, various numerical representations characterizing the
nucleotide and amino acid sequences and compositions of the
query gene were calculated using seqinR [25], protr [26], CodonW
[27] and rDNAse [28].

With seqinR [25] the number and fraction of individual amino
acids and other simple protein sequence information including
the number of residues, the percentage of physico-chemical classes
and the theoretical isoelectric point were calculated. Most protein
sequence features were obtained using protr [26] including auto-
correlation, CTD, conjoint triad, quasi-sequence order and pseudo
amino acid composition. CodonW [27] was used to calculate simple
gene characteristics like length and GC content but also frequency
of optimal codons and effective number of codons. With rDNAse
[28] gene descriptors like auto covariance or pseudo nucleotide
composition, and kmer frequencies (n = 2–7) were calculated.

Domain features (feature category 3): For deriving domain fea-
tures BioMart [29] was used to obtain pfam domains, number of
coiled coils, trans membrane helices and signal peptides. In addi-
tion, the number and length of UTRs were obtained from BioMart.

Topology features (feature categories 4 and 5): Topology fea-
tures were computed based on two types of interaction data, i.e.,
from protein-protein interaction (PPI) and transcription profiles.
The PPI network was assembled using the PPI information for D.
melanogaster listed in BioGrid [30], IntAct [31], HitPredict [32]
and DroID [33]. We selected a PPI only if we found it in at least
two of these databases. By this, we got 18,265 PPIs with which
an undirected graph was generated and topology features (includ-
ing degree, degree distribution, betweenness, closeness and
clustering coefficient) were calculated using ProNet [34]. For the
co-expression network, RPKM values from 124 RNA-Seq experi-
ments of modENCODE [35,36] were obtained from FlyBase [24]
(version 2019_02). The data comprises transcription profiles from
developmental stages, different tissues, and a variety of different
treatments and cell lines. RPKM values were used to perform a
weighted Pearson correlation network analysis and to generate
topology features using WGCNA [37].

Evolution/conservation features (feature category 6): The num-
ber of homologous proteins was derived blasting the protein
sequence of the query against the complete RefSeq database [38]
using PSI-BLAST [39]. The number of proteins found with e-value
cutoffs from 1e�5 to 1e�100 were used as features.

Localization features (feature category 7): To predict the subcel-
lular localization of the query protein, we used the Bologna Unified
Subcellular Component Annotator (BUSCA) [40], which assigns one of
the nine subcellular compartments described for eukaryotic cells
(nucleus, cytoplasm, mitochondrion, extracellular space,
endomembrane system, plasma membrane, organelle membrane,
mitochondrial membrane and outer membrane) to the protein.

Gene set features (feature category 8): We collected 8388 Gene
Ontology (GO) terms including biological process, cellular localiza-
tion and molecular function from FlyBase [24]. Gene sets from
Gene Ontology were discarded if they showed high redundancy
according to the following method.

The gene overlap of each pair of gene sets A and B was quanti-
fied calculating Jaccard similarity coefficients,
J A;Bð Þ ¼ A \ Bj j
A [ Bj j ð1Þ



Fig. 1. Features for gene essentiality prediction in D.melanogasterwere assembled from various resources. (A) The generated features included intrinsic (e.g. protein and DNA
sequence), as well as extrinsic features (e.g. topology of co-expression and protein-protein interaction networks). The number of features derived from individual categories
are shown in blue and the selected ones for machine learning are shown in red. (B) Distribution of the selected features across all categories. (For interpretation of the
references to colour in this figure legend, the reader is referred to the web version of this article.)
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Pairs with J(A, B) above a threshold (threshold = 0.3) were
included in the model and represented as an undirected graph,
G = (X, E), with the gene sets as vertices X and the pairs above
the threshold as edges E. With this, we formulated the optimiza-
tion problem to select at most one gene set from each pair in such
a way that the overall number of non-redundant gene sets was
maximized. This optimization problem was formulated as an
mixed integer linear programming problem and solved using Gur-
obi (version 7.5.1, https://www.gurobi.com), leading to 2627 gene
sets. Furthermore, too specific gene sets with less than 16 genes
were discarded yielding 770 GO terms in final. In addition, 121
gene sets from the KEGG map definitions [41] (corresponding to
the investigated genes) were obtained from g:Profiler [42], leading
to a total 770 + 121 = 891 gene sets. Recently, Chen et al. predicted
essential genes using the information about enrichments of gene
sets defined by Gene Ontology and KEGG combing this information
with a gene network [43]. By this, not only the characterization of
the query gene is taken into account, but also of its neighbors in the
protein association network making the features more robust
against false gene set annotations. We followed a similar approach
and assembled the nearest neighbors of the query gene employing
the gene network definitions for D. melanogaster of STRING [44].
For this gene set and each of the 891 above described gene sets,
an enrichment test was performed employing Fisher’s exact test.
P-values were binarised, p-values < 0.05 were set to one indicating
a significant enrichment, and zero otherwise.
Fig. 2. Schematic overview of the computational workflow (see text).
2.3. Data normalization and feature selection

In total, we generated 27,340 features, that were assembled
from the eight categories (Fig. 1A). Each feature was z-score trans-
formed for normalization. Next, we performed two steps for fea-
ture selection prior to ML training. After splitting of the training
(9/10) and testing data (1/10) as a first step we applied ElasticNet
(Fig. 2). ElasticNet uses a modification of Least Absolute Shrinkage
and Selection Operator (LASSO) by adding Ridge regression into the
optimization criterion. ElasticNet was used from the ‘‘glmnet”
package in R [45] (cv.glmnet function with parameters alpha = 0.5,
type.measure = ‘‘auc”). To avoid over-fitting, feature selection was
performed only on the training data, leaving the testing set unseen
(Fig. 2). Interestingly the selected features came from six out of the
eight categories (Fig. 1A). In step two, highly correlating features
with Pearson correlation coefficients > 0.70 were removed avoiding
collinearity [46,47].
2.4. Sub-sampling, ML training and performance evaluation

To overcome class imbalances when training the classifiers, we
used the Synthetic Minority Over-sampling Technique (SMOTE).

https://www.gurobi.com
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SMOTE is a frequently used sampling method that creates syn-
thetic, non-duplicated samples of the minority class balancing
the total number of samples [48]. For each sample of the minority
class, SMOTE calculates the k nearest neighbors of the same class
and randomly creates multiple synthetic samples between the
observation and the nearest neighbors depending on the number
of additional samples needed. As classification methods, we used
Generalised Linear Model (GLM), Support-Vector Machines
(SVM), Random Forests (RF), Artificial Neural Networks (NNET)
and Extreme Gradient Boosting (XGB) from the caret package in
R [49]. For GLM tuning, alpha was held at 1 and lambda was
sequentially increased from 0.001 to 0.1, in 0.001 steps. The SVM
tune-grid consisted of sigma = 0.005, 0.01, 0.02, 0.05 and 0.1, and
C = 0.1, 0.75 and 0.9. For RF and NNET tuning, the tuneLength
parameter in the train function was set to 10 resulting in 10 mtry
values for RF (number of variables randomly sampled as candi-
dates at each split) and 100 combinations of size and decay values
for NNET. Thereby size is the number of units in the hidden layer
(NNET fit a single hidden layer neural network) and decay is the
regularization parameter to avoid over-fitting. For XGB eta,
nrounds, max_depth, min_child_weight and colsample_bytree were
optimized in a tune-grid whereas gamma and subsample parame-
ters were held constant at 0 and 1, respectively. This resulted in
216 different parameter combinations for XGB tuning.

To improve generalizability, we performed a stratified random-
ized 10-fold cross validation (CV). 90% of the data was used for fea-
ture selection and training of the classifiers, and 10% for testing.
Within the training step, features were selected, the model was
learned and evaluated in a 5-fold CV (inner loop). Fig. 2 sketches
an overview of the process.
3. Results

3.1. Combination of a variety of features outperforms protein sequence
features alone in D. melanogaster

Our comprehensive assembly of features resulted in 27,340 fea-
tures for 12,229 genes of D.melanogaster. These comprised eight
categories including protein sequence, DNA sequence, protein
domains, topology features from gene expression data and a PPI
network, homology, subcellular localization, and gene set features
(Fig. 1). Essential gene information was obtained from DEG and
OGEE databases. To improve generalizability, feature selection
was performed leading to less than 200 features. For ML, a nested
cross-validation scheme was applied, first to train and optimize the
model in which the imbalances in the class labels were corrected
based on training data (Fig. 2). Finally, the overall performance
was estimated using the testing dataset.

Five ML algorithms were applied for the classification of essen-
tial genes i.e. GLM. SVM, NNET, RF and XGB. In general, all five
approaches yielded very good performance results, but XGB per-
formed slightly better than the others in both, the training and
testing sets (Fig. 3). For benchmarking our approach, we used a
study recently published by Campos et al. [14], which predicted
essential genes of D. melanogaster and other model organisms
using (only) intrinsic protein features. Their gold standard based
on essential gene information of OGEE alone. For D. melanogaster,
they achieved a ROC-AUC of appr. 0.81 and a PR-AUC of appr.
0.15 in the testing set using a gradient boosting method for ML.
Using also only these protein-based features (protr features),
essential gene information from OGEE and gradient boosting for
ML, we observed a similar ROC-AUC of 0.836 and PR-AUC of
0.186 (Fig. 3A).

Strikingly, we achieved a considerably increased performance
(p < 0.001) when using all features, including intrinsic and extrinsic
features (Fig. 3A). XGB performed best yielding an ROC-
AUC = 0.922, PR-AUC = 0.278 and F1 = 0.265, when considering
essentially information from OGEE only. Furthermore, we observed
even better performance when using essential gene information
from OGEE and DEG (ROC-AUC = 0.902, PR-AUC = 0.296,
F1 = 0.335). PR-AUC and F1 measure the performance of the posi-
tive prediction against total positive observation, where the higher
the score the better the model, especially when predicting the pos-
itive class is the focus of the analysis as we have in this study.
Fig. 3B and C shows the results in more detail. Especially, when
compared to the benchmarking approach the increase in ROC-
AUC and PR-AUC can be seen. In the following, we investigated
the results based on this setup, i.e. when using all features, both
databases for the gold standard and XGB for essential gene
prediction.

3.2. Investigating the features with high discriminative power in D.
melanogaster

We were interested in which features contributed most to the
good classification performance. For this, we estimated the ‘‘impor-
tance” of a feature by a bootstrapping approach obtaining the accu-
racy of each tree in the forest using the out-of-bag samples as
validation. The labels of the feature are permuted and the average
decrease in accuracy is used to obtain the importance score (var-
Imp function of the caret package [49]). The 30 most important fea-
tures and their correlation to essentiality in D. melanogaster are
shown in Fig. 4. Among these most important features, we found
features covering most (six out of eight) categories supporting
our broad-spectrum approach. The most important feature was de-
gree distribution, which describes the fraction of nodes with the
same degree of the query gene. It correlates negatively with degree
centrality. Biological networks such as metabolic or PPI networks
show a scale-free degree distribution in which the majority of
nodes (enzymes, proteins or genes) are only sparsely connected
to other nodes (orphans), whereas a few nodes (hubs) are con-
nected to many other nodes in the network. Specifically, the degree
distribution follows a negative linear function in a double logarith-
mically scaled projection of the data [50,51]. It has been shown
that nodes with higher degree are more likely to be essential
[52] confirming our observation of a negative correlation of essen-
tiality for the degree distribution (Fig. 4). The second most impor-
tant feature was clustering coefficient (CC). It was negatively
correlated with essentiality, i.e. the lower the CC the higher the
possibility of being essential. CC describes the connectedness of
the neighbors of the query gene. We speculate that a higher CC
make it more likely for the signaling stream via the affected
gene/protein in the network to be replaced by a signaling cascade
among its neighbors. Interestingly, we observed the same phe-
nomenon in metabolic networks previously [16].

Other features were positively correlated with essentiality such
as certain peptide triplets (QQQ and KRK), DNA heptamers (e.g.
AGTCGCA), a homolog feature (number of homologs with an e-
value cutoff of 1e-50) or the biological process feature of query
genes coding for ribosomal proteins. In general, the high-ranking
gene set terms, like mRNA 30UTR binding or Stem cell development,
were negatively correlated with essentiality, i.e. genes in these sets
are more likely to be non-essential. Still, some genes in these sets
were also essential, which is illustrated in the density distributions
of the 30 most important features (Fig. S1).

3.3. Putative essential genes in D. melanogaster are associated with
lethality and other drastic phenotype alterations

The gold standard (OGEE + DEG) consisted of n = 441 essential
genes, from which we predicted 424 correctly to be essential and



Fig. 3. Machine learning using a broad range of features leads to high classification performance in D. melanogaster. (A) Heatmaps showing accuracy metrics for the
performance evaluation of essential gene classification. Five ML approaches were used (Generalised linear model [GLM], Support-Vector Machines [SVM], Neural Network
[NNET], Random Forests [RF], and Extreme Gradient Boosting [XGB]). In addition, essentiality information was derived from two databases (DEG and OGEE). The performance
was measured for the training and testing sets. Features were generated following our new approach including features basing on a broad range of aspects (All Features) and
compared to the benchmarking data based on protein sequence features only (protr). The algorithm with the best performance (highest harmonic mean) was XGB, indicated
by a green frame. (B) Receiver operating characteristic curve and (C) Precision-Recall curve from XGB classifier measured on the testing sets, both showing the performance
difference between all features (All) and protein sequence features only (protr). Random classification is indicated by dotted lines. Using all features and essentially
information from two databases (red) yielded distinctively better results compared to the benchmarking approaches (black and grey). (For interpretation of the references to
colour in this figure legend, the reader is referred to the web version of this article.)
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11,017 genes correctly to be non-essential (sensitivity = 0.93,
specificity = 0.88). However, quite a considerable number of genes
(n = 771) were predicted to be essential which were, according to
the databases, non-essential (therefore false positives). Table 1 lists
the top ten predictions of non-essential genes according to
OGEE + DEG and Table S1 shows all genes predicted to be essential
in D. melanogaster. We hypothesized that these genes may also
considerably contribute to viability even though not identified to
be essential in the experimental screens our gold standard based
on. We call these putative essential genes (PEGs) in the following.
Table 1 lists the top ten and Table S1 all PEGs. Assuming that most
mutations cause rather a loss than a gain of function [53], we com-
pared the phenotypes of animals with mutations in PEGs to the
phenotypes of animals with mutations in non-essential genes.
For this, we interrogated FlyBase [24], which contains a compre-
hensive collection of 316,967 allele mutations in 11,352 genes
from 15,473 studies, provided with an excellent controlled vocab-
ulary describing the traits. Fig. 5 shows the odds ratios of the most
prominent phenotypic descriptions highly over- or under-
represented in PEGs (P < 1e�15 for each of these phenotypes, Fish-
er’s exact test). The phenotypic descriptions of these mutations in
FlyBase did not contain the term ‘‘essential”. Instead, we found
‘‘lethal”, defined in FlyBase as a phenotype of a population in which
all animals die at some stage or stages prior to becoming a mature
adult. Therefore, the FlyBase term lethal for a mutation can be
regarded as essential. Indeed, we found PEGs to be highly enriched
in genes described by FlyBase to be lethal when mutated (n = 636,
P < 1e�21). In line, the phenotype viable (survival until mature
adulthood) was under-represented in PEGs compared to the non-
essential genes (Fig. 5). Moreover, mutations in PEGs were more



Table 1
Top ten predicted essential genes not found in OGEE or DEG database.

Ranking Gene Function Number of references P-value*

Viable Lethal

1 RpL13 Structural constituent of ribosome 0 0 –
2 pnr Transcription factor; activator of proneural achaete-scute complex genes 11 37 <0.001
3 Prosa4 Proteasome a4 subunit 7 0 <0.001
4 RpS2 Ribosomal protein S2 2 16 <0.001
5 Hsc70-3 Heat shock 70-kDa protein cognate 3 4 32 <0.001
6 RpS11 Ribosomal protein S11 2 2 NS
7 ct Homeoprotein that functions as a transcriptional factor 24 230 <0.001
8 CG4374 Transcription factor 0 1 NS
9 lilli Transcription factor 7 32 <0.001
10 N Notch signaling pathway core component 30 314 <0.001

* Significance of enrichment (Fisher’s exact test) of references describing the gene as lethal compared to the number of references describing the gene as viable.

Fig. 4. Both intrinsic and extrinsic features contributed substantially to the predictions in D. melanogaster. Features were ranked based on their discriminative power. The
categories of the features are stated in brackets. The direction and correlation (positive or negative) to essentiality is shown in the right panel.
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often found to be visible meaning that phenotypes are macroscopic
and therefore show an anatomic aberration. In concordance, ani-
mals with mutations in PEGs show more often extra copies of an
anatomical structure (i.e. wing, leg) at the normal (supernumerary)
or abnormal (ectopic) location. Interestingly, PEGs were found to be
more often genetically dominant, i.e. the phenotypes were mani-
fested also in heterozygotes. The largest enrichment was observed
for homeotic phenotypes in which one or more segments were
transformed to another segment, like the transformation (also par-
tially) of the antennas to legs, pointing to severe phenotypic
aberrations.

Furthermore, we investigated the ten PEGs with the highest
essentiality score according to our machines (listed in Table 1).
To estimate their essentiality/importance for viability, we again
went into FlyBase and counted how many references labeled a
mutation in the according gene as lethal or viable. Of the top 10
PEGs, seven (pnr, Prosa4, RpS2, Hsc70-3, ct, lilli and N) were signif-
icantly more often found to be lethal than viable. Two genes did not
yield significant results. The gene with our highest essentiality
score was RpL13, which is a central structural component of the
ribosome. For this gene no statistics could be obtained as a pheno-
type due to its mutation has not been described yet.

In summary, PEGs are associated with increased lethality,
reduced viability and severe phenotypic representations such as
a severely altered anatomy. This highlights the indispensable func-
tions of most of the identified PEGs in D.melanogaster for viability,
development and fitness. Most of the predictions of false positives
rather hint to essentiality than non-essentiality supporting the
strategy of our approach and suggesting further, more detailed
experimental investigations on the essentiality of these genes.

3.4. Prediction of essential genes in human

In order to test if our comprehensive feature selection approach
performs in other eukaryotes as good as in D.melanogaster, we per-
formed the same workflow on human data. OGEE [19] contains
essentiality information for 21,556 human genes assembled from
18 studies. Of these only 183 were labeled to be ‘‘essential”,
14,388 ‘‘non-essential”, and 6985 were labeled ‘‘conditional”.
‘‘Conditional” stands for contradicting information from different



Fig. 5. Mutations in 771 putatively essential genes (PEGs) are associated with
severe phenotype alterations. The odds ratios of significantly (P < 1e�15) over- and
under-represented prominent phenotypic descriptions obtained from FlyBase are
shown. The error bars show the 95% confidence intervals.
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studies. In order to include more genes in the analysis a majority
voting scheme for essentially labeling was performed. For this, all
genes analyzed by at least 5 studies and 3 times more often
reported to be ‘‘essential” than ‘‘non-essential” were considered
to be essential. This led to 833 essential genes and 13,743 non-
essential genes for which all features could be generated as for
D.melanogaster (described in Section 2)

Fig. 6A shows the performance of the five classifiers on the
training and testing sets in human. Incorporation of a variety of
features surpass usage of protein sequence features alone. Overall,
the performance was high for all algorithms and the classifier with
Fig. 6. Machine learning using a broad range of features leads to high classification per
evaluation of essential gene classification in human. Five ML approaches were used (G
[NNET], Random Forests [RF], and Extreme Gradient Boosting [XGB]). The performance w
new approach including a broad range of features (All Features) and the performance was
performance (highest harmonic mean) was XGB, indicated by a green frame. (B) Receiver
the testing sets. Using all features (red) yielded distinctively better results compared to
classification is indicated by dotted lines. (For interpretation of the references to colour
the best performance was, as in D. melanogaster, XGB. XGB
achieved a ROC-AUC of 0.969 and a PR-AUC of 0.729. The bench-
marking approach by Campos et al. [14] based on protein sequence
features led to a much lower ROC-AUC of 0.699 and a PR-AUC of
0.155. In Fig. 6B the ROC- and the PR-curves of the best performing
classifier (XGB) are shown. As for D. melanogaster, features from all
categories (except co-expression network features) were selected
by ElasticNet (Fig. S2). A difference between D.melanogaster and
human was the proportion of selected features in the categories.
In human the most often selected category was ‘‘Protein sequence”,
whereas in D. melanogaster the most often selected category was
‘‘Gene sequence”. A collection of all essential gene predictions in
human is shown in Table S2.

When predicting human essential genes with the classifier
trained on the D. melanogaster data a ROC-AUC of 0.75 was
achieved (compared to 0.58 when using protein sequence features
only). The prediction of D. melanogaster essential genes with the
human classifier yielded a ROC-AUC of 0.61 (compared to 0.54
when using protein sequence features only) indicating that our
approach outperformed protein features only. Furthermore, these
results show that essential gene prediction worked well for pre-
dicting essential genes in human and there might the possibility
to use a classifier across organisms.
4. Discussion

Recently, Campos et al. [14] made methodologically an intrigu-
ing contribution towards essentiality predictions using features
from protein sequences. Their model achieved a good prediction
performance for D.melanogaster. We used this work for bench-
marking our results (Figs. 3 and 6). In the present study, we
demonstrated that a well-defined and elaborated assembly of
intrinsic and extrinsic features from a large range of sources cover-
ing a broad range of intrinsic and extrinsic aspects of a gene
formance in human. (A) Heatmaps showing accuracy metrics for the performance
eneralised linear model [GLM], Support-Vector Machines [SVM)], Neural Network
as measured for the training and testing sets. Features were generated following our
benchmarked to protein sequence features only (protr). The algorithm with the best
operating characteristic and Precision-Recall curves from XGB classifier measured on
the results from the protein sequence features only (grey). Results from a random
in this figure legend, the reader is referred to the web version of this article.)
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considerably outperforms the approach based solely on protein
sequence features. Additionally, a better performance for D.me-
lanogaster was achieved when combining the complementary
databases OGEE and DEG reflecting the more comprehensiveness
of the gold standard.

Our classifier performed very well in terms of ROC-AUC in D.
melanogaster. Notably, the class distribution in our study was very
skewed (ratio of 1:27, 441 essential versus 11,788 non-essential
genes when using the gold standard based on OGEE + DEG). Hence,
regarding the ROC-AUC alone may not be sufficient to estimate the
performance of a model on such an imbalanced dataset [54].
Accordingly, we also estimated the performance by regarding the
PR-AUC basing on precision and recall, hence not balancing for
the classes. The best performance in terms of PR-AUC was 0.296
(Fig. 3A). To get a correct perspective for this value, one may com-
pare it to results based on random guessing. Random guessing
would yield a PR-AUC of 0.036 for D. melanogaster, an indeed con-
siderably lower value (Fig. 3C).

Furthermore, it could be shown that the same approach for fea-
ture generation and selection as used for D. melanogaster led to
very good performances for human i.e. ROC-AUC = 0.969 and PR-
AUC = 0.729 (Fig. 6A and B). Interestingly, features from most cat-
egories (except co-expression network features) were selected to
be most discriminative in D. melanogaster and human (Figs. 1B
and S2). Overall, the good results for two distantly related species
indicate the generalizability of our approach.

In total 1195 genes were predicted to be essential in D. me-
lanogaster containing also 771 false positives. These ‘‘false posi-
tives” led to the relatively low PR-AUC. Assuming them to be
enriched in new essential genes, we denoted them as putative
essential genes (PEGs) and surveyed the properties of the pheno-
types caused by mutations in these genes. One reason for the PEGs
to be denoted as non-essential is that this information came from a
cell line screen [21] that cannot completely capture essentiality on
an organism level. Indeed, mutations in these PEGs were signifi-
cantly more often associated with lethal and significantly less often
with viable phenotypes (Fig. 5), compared to non-essential genes.
Strikingly, mutations in PEGs led to drastic phenotype alterations
(extra or missing anatomical structures) most likely accompanied
by considerably reduced fitness, supporting our ML approach.
Interestingly, the PEG with the highest score was RpL13 (Table 1).
RpL13 is a central structural component of the ribosome and the
phenotype of a loss of function of this gene has not been described
yet. We suggest further experimental investigations testing the
essentiality of this gene. Altogether, these results demonstrate that
these PEGs are highly associated with lethality. Moreover, genes
might be conditional essential (i.e. essential under experimental,
developmental or environmental conditions) meaning that the
genes not identified by the studies [21–23] are not necessarily
non-essential in other, maybe even more natural conditions.

When interrogating the literature, besides the work by Campos
et al., we found several other very recent studies about essential
gene prediction. These studies were not used for benchmarking
but to relate the performance of the presented approach (D. me-
lanogaster: ROC-AUC = 0.90 and PR-AUC = 0.30; human: ROC-
AUC = 0.97 and PR-AUC = 0.73) and give an overview of existing
approaches. In 2017, Guo et al. [13] predicted essential genes in
human cells based on nucleotide composition and essentiality
information for the genes from DEG [20]. They achieved an ROC-
AUC of 0.85. Currently, the same eukaryotic essentiality-related
data are present in both OGEE and DEG [14]. The results for human
presented in this work are based on OGEE, but 95% of genes had the
same essentiality status in both databases. Accordingly, we
achieved an ROC-AUC of 0.96 when basing the human gold
standard on DEG and including all features and an ROC-AUC of
0.84, when considering DNA sequence based features only. In
another study, Azhagesan et al. achieved an ROC-AUC of 0.86 pre-
dicting essential genes for various prokaryotes [55]. They used net-
work and sequence-based features. In the same year, Tian et al.
predicted genes being essential during the development of mice
[56]. They used several intrinsic and extrinsic features resulting
in an ROC-AUC of 0.80. Campos et al. achieved an ROC-AUC of
0.85 for human and 0.81 for D. melanogaster. Our approach basing
on a comprehensive set of features performs better, but future
investigations are necessary covering also other organisms.

When predicting human essential genes with the classifier
trained on the D. melanogaster and vice versa we achieved ROC-
AUCs of 0.75 and 0.61 respectively. This is significantly higher than
using a classifier based on protein sequence features only but it
also indicates that essential gene classification works very well
within a selected species but the trained machines cannot simply
be applied to distant relatives. In order to predict essential genes
in a new organism we would recommend training of the classifier
directly on the organism at hand.

Another interesting application of the presented approach for
human may be the association of predicted essential genes to
human diseases. Recently, Zhao et al. analyzed topological features
of the top ten human disease genes [57]. They found that, on aver-
age, these show a higher betweenness centrality, a smaller average
shortest path length, and a smaller clustering coefficient than non-
disease genes. In line, we also found topological features related to
centrality, such as degree distribution and clustering coefficient to
have a high impact on the essentiality predictions. Still, there
seems to be a generic, intrinsic difference between essential and
disease-causing genes. None of the ten genes investigated by Zhao
et al. were annotated to be essential in OGEE. This may indicate
that the function of these top ten disease genes can be partly com-
pensated by other genes making them non-essential, but the func-
tional alterations still cause diseases. In the past years, besides
OMIM [58], databases like DisGeNET [59] emerged assembling
associations of human genes to diseases. As a study for the future,
it can be very intriguing to associate sequence, topology and func-
tional features to genetic diseases, allowing the identification of so
far non-studied novel mechanisms causing disease manifestations.
5. Conclusion

Using only intrinsic features limit the success for essential gene
prediction. The presented approach provides a means to better pre-
dict essential genes utilizing a broad collection of intrinsic and
extrinsic gene features from a large variety of different data
sources. As a case study, the method was applied to predict essen-
tial genes in D. melanogaster and in human. The method consider-
ably outperformed a comparable approach reported very recently,
which based only on intrinsic features, and has potential to be
applied to other organisms.
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