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 ABSTRACT BSTRACT 

Cyberattacks are becoming more sophisticated and ubiquitous. Cybercriminals are inevitably 
adopting Artificial Intelligence (AI) techniques to evade the cyberspace and cause greater 
damages without being noticed. Researchers in cybersecurity domain have not researched the 
concept behind AI-powered cyberattacks enough to understand the level of sophistication this 
type of attack possesses. This paper aims to investigate the emerging threat of AI-powered 



cyberattacks and provide insights into malicious used of AI in cyberattacks. The study was 
performed through a three-step process by selecting only articles based on quality, exclusion, and 
inclusion criteria that focus on AI-driven cyberattacks. Searches in ACM, arXiv Blackhat, 
Scopus, Springer, MDPI, IEEE Xplore and other sources were executed to retrieve relevant 
articles. Out of the 936 papers that met our search criteria, a total of 46 articles were finally 
selected for this study. The result shows that 56% of the AI-Driven cyberattack technique 
identified was demonstrated in the access and penetration phase, 12% was demonstrated in 
exploitation, and command and control phase, respectively; 11% was demonstrated in the 
reconnaissance phase; 9% was demonstrated in the delivery phase of the cybersecurity kill chain. 
The findings in this study shows that existing cyber defence infrastructures will become 
inadequate to address the increasing speed, and complex decision logic of AI-driven attacks. 
Hence, organizations need to invest in AI cybersecurity infrastructures to combat these emerging 
threats. 

Introduction 

Cyberattacks are pervasive and are often regarded as one of the most tactically significant risks 
confronting the world today (Dixon and Eagan 2019). Cybercrimes can engender disastrous 
financial losses and affect individuals and organizations as well. It is estimated that a data breach 
costs the United States around 8.19 million Dollars and 3.9 Million Dollars on average, and the 
annual effect on the global economy from cyberattack is approximately 400 Billion Dollars 
(Fischer 2016; Kirat, Jang, and Stoecklin 2018). A Cyberattack is the intentional exploitation of 
computer systems, networks, and businesses. With increasingly sophisticated cybersecurity 
attacks, cybersecurity specialists are becoming incapable of addressing what has become the 
most significant threat climate ever before (Chakkaravarthy et al., 2018). 

The sophistication of cyberattack techniques poses an existential danger to enterprises, essential 
services, and organization infrastructures, with the power to interrupt corporate operations, wipe 
away critical data, and create reputational damage. Today’s current wave of attacks outwits and 
outpaces humans and even includes Artificial Intelligence (AI). Cybercriminals will be able to 
direct targeted attacks at unprecedented speed and scale while avoiding traditional, rule-based 
detection measures thanks to what’s known as “offensive AI” (DarkTrace, 2021). A new 
generation of cybercriminals has emerged, one that is both subtle and secretive, which will 
influence the future of cybersecurity. The new generation of cyber threats will be smarter and 
capable of acting independently with the help of AI. Future cyberattack methods will be able to 
be aware of their surroundings and make informed decisions based on the target environment. 
The potential of AI to learn and adapt will usher in a new era of scalable, custom-made, and 
human-like assaults (Thanh and Zelinka 2019). 

ent utilization of AI by embedding some hypothetical concepts within digital, physical and 
political security domains. Researchers have established a few concepts that showed the potential 
of an automatic exploit generation in state-of-the-art applications. Malicious actors are utilizing 
fuzzy models to develop a next-generation malware capable of learning from its environment, 
continuously updating itself with new variants, and infecting vulnerable and sensitive computer 
infrastructures without being noticed (Kaloudi and Li 2020). Malicious actors can utilize these 
concepts to deploy a new type of sophisticated and stealthy cyber weaponries. 
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