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ABSTRACT 

The new SARS-COV-2, also known as the Coronavirus or COVID-19, is a contagious virus 
that causes respiratory issues and symptoms such as cough, shortness of breath, fever, pain, 
weariness, and parosmia (loss or altering of sense of smell and taste). This virus was 
responsible for the COVID-19 pandemic outbreak in 2019 and since then several methods have 
been suggested to prevent the re-occurrence of the outbreak.   Predicting COVID-19 severity 
of patient is an important aspect of the solutions suggested for providing better health care and 
diagnosis. One limitation of the predictive solutions is the data availability because, for security 
and personal reason not every data can be collected. However, most predictive algorithms do 
not perform optimally with small training dataset which in turn affect the accuracy of the 
deployed predictive model.  In bridging this gap, a number of federated deep learning 
approaches for battling COVID-19 in various aspects do exist in literature with medical images 
like chest CT scans and blood works but yet not on predicting COVID-19 patient severity using 
dataset. Hence, this study aims at investigating the performance of federated deep learning 
approach for building machine learning predictive model for determining COVID-19 severity 
in patients with non image datasets spread across several endpoints or institutions so as to 
handle scarcity of data, without compromising the security of private data. For this study, data 
repositories like Kaggle, was beneficial in getting public dataset for building the initialized 
model. Computations using the TensorFlow Federated (TFF) framework was used to 
implement the dispersion of the initialized model to the participants for training the model, and 
client computations was done using Stochastic Gradient Descent SGD). A Federated 
Averaging Algorithm (FedAVG) was used on the server to aggregate and average the 
individual updates received from clients. For evaluation, the global model was benchmarked 
against a deep learning model (ANN) and a traditional machine learning model 
(RandomForest) using evaluation metrics such as: Accuracy, AUC, Precision, Recall, F-
Measure. The Deep Learning Model (ANN) had a good accuracy of 90% which performed 
better than the RandomForest algorithm, having an accuracy of 87%. This just goes to show 
how well Deep Learning models handle complex datasets better than regular machine learning 
models. Also, the Deep Learning model spent less time during computation than the traditional 
machine learning algorithm, RandomForest. The TFF model had an accuracy of 91%, which 
was slightly higher than the Deep Learning model, according to the results of the training done 
on all three models. 
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