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#### Abstract

A block solver of variable step variable order (BSVSVO) is suggested for stiff ordinary differential equations (ODEs). The block solver is employed to enhance the performance for stiff ODEs via variable step variable order to achieve faster convergence with better accuracy and lesser maximum error. Block solver is formulated via interpolation and collocation together with power series as the basis function approximation. The principal local truncation error (PLTE) of the block solver is utilized to generate the convergence criteria. Some investigation of the theoretical properties will be mentioned and analyzed. The block solver will be implemented using some selected test problems and compared with existing methods to showcase the convergence, high efficiency and accuracy thereby ensuring a better maximum error of the suggested method.


## 1. INTRODUCTION

If given a vector differential equation requiring more dependents variable quantity with regard to the autonomous variable $t$. Whenever the order of magnitudes of the differentials of the dependent variable quantities with regard to $t$ (agreeing to their varying rates) are importantly different, such a differential equation is called stiff, since it is difficult to be figured out numerically. For this stiff differential equation, authors will always be extremely careful in considering the step size in order to avert numerical instability problem and acquire a sensibly accurate solution within a sensible computation time. Stiff differential equations often spring up in forcible equations referable to the universe of major significance with different time constant quantities. Time constant quantity is the full term utilized by applied scientists and scientist trained in physics to denote the rate of decay. Stiff equations are actually found in a large quantity in the field of oscillations, chemical responses, and electric circuits [1-3].

We consider the stiff ordinary differential equations of the form [4]:

$$
\begin{equation*}
y^{\prime}=f(x, y), y\left(x_{0}\right)=y_{0} \tag{1}
\end{equation*}
$$

We look for a method to solve problem (1) in the interval $a \leq x \leq b$, where $a$ and $b$ are definite, and we take for granted that $f$ gratifies the stipulation put forward in theorem 1 which ensure that (1) possess a unique continuous differentiable solution [5-8].

The numerical solution to (1) in form of BSVSVO is [2]:

$$
\begin{align*}
& \sum_{i=1}^{3} y_{n+i}=y_{n}+h \sum_{i=0}^{4} \beta_{i} f_{n-i}  \tag{2}\\
& \sum_{i=1}^{3} y_{n+i}=y_{n-2}+h \sum_{i=1}^{3} \beta_{i} f_{n+i} \tag{3}
\end{align*}
$$

Eqns. (2) and (3) clearly defined the newly proposed BSVSVOP with variable step and order of the block predictorcorrector method [2].

The system (1) is called linear with fixed coefficient whenever [9, 10]:

$$
\begin{equation*}
f(x, y)=A y+\varphi(x), \quad y, \varphi \in R^{m} \tag{4}
\end{equation*}
$$

where, $A$ is a fixed $m \times m$ matrix with assumed discrete eigenvalues, $\lambda_{i} \in \mathbb{C}, i=1,2, \ldots, m$ and matching eigenvectors, $c_{i} \in \mathbb{C}^{m}, i=1,2, \ldots, m$.
The system of (4) assumes the universal form:

$$
\begin{equation*}
y(x)=\sum_{i=1}^{m} k_{i} \exp \left(\lambda_{i} x\right) c_{i}+\varphi(x) \tag{5}
\end{equation*}
$$

where, $k_{i}$ are arbitrary fixed constants and $\varphi(x)$ is a special integral.

Whenever the eigenvalues of $A$ are $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{m}$, the system is called stiff if.

$$
\begin{gathered}
\mathfrak{R}\left(\lambda_{i}\right)<0, i=1,2, \ldots, m ; \\
\max \left|\mathfrak{R}\left(\lambda_{i}\right)\right| \gg \min \left|\mathfrak{R}\left(\lambda_{i}\right)\right| .
\end{gathered}
$$

The ratio: $S=\frac{\max \left|\Re\left(\lambda_{i}\right)\right|}{\min \left|\Re\left(\lambda_{i}\right)\right|}$, is named the stiffness ratio of the system of equations [1, 11-13].

Authors have successfully introduced different methods to handle (4). Ibrahim et al. [14] worked on the fixed coefficient $A(\alpha)$ stable block backward differentiation formulas for stiff ODEs. Ijam et al. [15] designed the diagonally implicit block backward differentiation formula with optimal stability properties for stiff ODEs. Ibrahim et al. [10] formulated the stability of fully implicit block backward differentiation formulae. The study [13] proposed the adaptive order of block
backward differentiation formulas for stiff ODEs. Akinfenwa et al. [2] proposed an eighth order backward differentiation formula with continuous coefficients for stiff ODEs. The variable step block backward differentiation formula (BDF) was implemented in Ref. [11] for solving first order stiff ordinary differential equations (ODEs). For the successful implementation of (4), the stability property of the backward differentiation formula and block backward differentiation formula is a major tool for the successful implementation to ensure a better efficiency and accuracy. Again, Ibrahim et al. [11] adopted the idea of variable step size block backward differentiation yielding a better efficiency and accuracy due to the implementation of the variable step size technique. Other hand, the block solver banks on error control procedures (variable step variable order) rather than stability properties to decide the efficiency, accuracy and to achieve maximum error. Again, most of the implementation done by BDF and BBDF utilizes uniform step size as against BSVSVO executed via finding a suited step size [16-27]. Yatim et al. [28] developed the stability region of two-point variable step-block backward differentiation formulae.

## Theorem 1.1

Suppose $f(x, y)$ be specified and continuous for the entire intervals $(c, d)$ in the neighborhood D defined by $c \leq x \leq d$, $\infty \leq y \leq \infty, c$ and $d$ definite, and suppose there be a constant quantity $L$ such that, for all $x, y, y^{\mathbf{\bullet}}$ such that $(c, d)$ and $\left(x, y^{\text {『 }}\right)$ are together in D :

$$
\begin{equation*}
\left|f(x, y)-f\left(x, y^{\bullet}\right)\right| \leq L\left|y-y^{\bullet}\right| \tag{6}
\end{equation*}
$$

Then, whenever $\rho$ is any established value, there be a unique solution $y(x)$ of the initial value problem (1), where $y(x)$ is continuous and differentiable for every $(x, y)$ in D .

The necessity (6) is called a Lipschitz condition, and the constant quantity $L$ as a Lipschitz constant. This precondition is summarized as follows:

- $\quad f(x, y)$ continuously differentiable with respect to $y$ for every $(x, y)$ in D .
- $\quad f(x, y)$ gratifies a Lipschitz condition with respect to $y$ for every $(x, y)$ in D .
- $\quad f(x, y)$ continuous with respect $y$ for every $(x, y)$ in D [4, 18, 19].


## Definition 1.1

Suppose $b$-block, $r$-point method defines the block length and $h$ is the step length, then the block length in the time interval is $r h$. If $m=0,1,2, \ldots$ represent the block number and if $n=m r$, then the $b$-block, $r$-point method is rewritten in the next universal form:

$$
\begin{equation*}
Y_{m}=\sum_{s=1}^{b} A_{s} Y_{m-s}+h \sum_{s=1}^{b} B_{s} F_{m-s} \tag{7}
\end{equation*}
$$

where, $Y_{m}=\left[y_{n+1}, \ldots, y_{n+i}, \ldots y_{n+r}\right]^{T}, F_{m}=\left[f_{n+1}, \ldots, f_{n+i}, \ldots f_{n+r}\right]^{T}$.
$A_{s}$ and $B_{s}$ are $r \times r$ constant coefficient rectangular array of physical quantities [12].

The motivation of the study stems from $[18,19]$ which suggested the components of variable step variable with variable steps size as the essentials to better efficiency and accuracy. Again, due to the bounded region of absolute stability (RAS) of the block solver and from the extensive computation carried out that has cumulated all over for a prolong period of time. The block solver of variable step
variable order (BSVSVO) becomes central to high efficiency and accuracy. Thus, (BSVSVO) possesses the advantage to satisfy the bound of convergence by finding a suited step size for every loop carried out $[8,18,19]$.

Over the years, the studies [10, 11, 13, 15, 28] suggested possible ideas to resolve (4). These ideas involve the stability of fully implicit block backward differentiation formulae; variable step size block backward differentiation; adaptive order of block backward differentiation formulas; diagonally implicit block backward differentiation formula with optimal stability properties and stability region of two-point variable step-block backward differentiation formulae. All of these ideas listed are fully developed to handle (4). Nevertheless, the (BSVSVO) due to the bounded stability region is built to solve (1), but in order to compete with [10, 11, 13, 15, 28] and yield better maximum errors. The (BSVSVO) is proposed to provide better solution to (4). Again, the (BSVSVO) has the advantage to determine a suitable variable stepsize to satisfy every bound of convergence.

## 2. FORMULATION OF THE METHOD

The formulation of the proposed BSVSVO is carried out as a block predictor-corrector pair. For this process, the step and order $\left(p^{*}\right)$ of the block predictor method is different from the step and $\operatorname{order}(p)$ of the block corrector method. This statement is likewise interpreted as $p^{*}>p$ for both step and order.

The BSVSVO is developed using $y_{n}$ as the point of interpolation and fn, $f_{n-1}, f_{n-2}, f_{n-3}$ as the points of collocation for the block predictor method, while $y_{n-2}$ is used as the point of interpolation and $f_{n+1}, f_{n+2}, f_{n+3}$ as the points of collocation. This is processed with the multinomial basis subroutine of the Eq. (8) $[21,23]$ :

$$
\begin{equation*}
y(x)=\sum_{i=0}^{j} a_{i}\left(\frac{x-x_{n}}{h}\right)^{i} \tag{8}
\end{equation*}
$$

where, $a_{i}$ for $i=0,1,2,3,4$ represents the unknown physical quantities needed to be determine in a special way. Again, we assume that the function (8) gratifies (6). Thus, the exact solution of the interpolation points, $x_{n}$ and $x_{n-2}$ yields:

$$
\begin{gather*}
y\left(x_{n}\right) \approx y_{n}  \tag{9}\\
y\left(x_{n-2}\right) \approx y_{n-2}
\end{gather*}
$$

and collocation points of $x_{n-i}, i=0,1,2,3, x_{n+i}, i=1,2,3$ gives birth to [21, 23, 25]:

$$
\begin{gather*}
y^{\prime}\left(x_{n-i}\right) \approx f_{n-i}, i=0,12,3 \\
y^{\prime}\left(x_{n+i}\right) \approx f_{n+i}, i=12,3 \tag{10}
\end{gather*}
$$

We put together the points of interpolation and collocation of Eqns. (9) and (10) to arrive at the system of equations in the form of $A X=B$. We assume that the solution subsist (loop will converge) whenever the absolute values of the pre-eminent diagonal components of the constant coefficient square matrix A of the system $A X=B$ are larger than the total of absolute values of the other constant coefficients of the row. Solving $A X=B$ and substituting into (8) will produce the continuous scheme of BSVSVO.

$$
\begin{align*}
& y(x)=y_{n}+\left[\left(\frac{\left(x-x_{n}\right)}{h}+\frac{11}{12}\left(\frac{x-x_{n}}{h}\right)^{2}\right.\right. \\
&+\frac{1}{3}\left(\frac{x-x_{n}}{h}\right)^{3} \\
&\left.+\frac{1}{24}\left(\frac{x-x_{n}}{h}\right)^{4}\right) h f_{n} \\
&+\left(-\frac{3}{2}\left(\frac{x-x_{n}}{h}\right)^{2}-\frac{5}{6}\left(\frac{x-x_{n}}{h}\right)^{3}\right. \\
&\left.-\frac{1}{8}\left(\frac{x-x_{n}}{h}\right)^{4}\right) h f_{n-1}  \tag{11}\\
&+\left(\frac{3}{4}\left(\frac{x-x_{n}}{h}\right)^{2}+\frac{2}{3}\left(\frac{x-x_{n}}{h}\right)^{3}\right. \\
&\left.+\frac{1}{8}\left(\frac{x-x_{n}}{h}\right)^{4}\right) h f_{n-2} \\
&+\left(-\frac{1}{6}\left(\frac{x-x_{n}}{h}\right)^{2}-\frac{1}{6}\left(\frac{x-x_{n}}{h}\right)^{3}\right. \\
&\left.\left.-\frac{1}{24}\left(\frac{x-x_{n}}{h}\right)^{4}\right) h f_{n-3}\right] \\
& y(x)=y_{n-2}+\left(\frac{37}{3}+3 \frac{\left(x-x_{n}\right)}{h}-\frac{5}{4}\left(\frac{x-x_{n}}{h}\right)^{2}\right. \\
&\left.+\frac{1}{6}\left(\frac{x-x_{n}}{h}\right)^{3}\right) h f_{n+1} \\
&+\left(-\frac{50}{3}-3 \frac{\left(x-x_{n}\right)}{h}\right. \\
&+2\left(\frac{x-x_{n}}{h}\right)^{2}  \tag{12}\\
&\left.-\frac{1}{3}\left(\frac{x-x_{n}}{h}\right)^{3}\right) h f_{n+2} \\
&+\left(\frac{19}{3}+\frac{\left(x-x_{n}\right)}{h}-\frac{3}{4}\left(\frac{x-x_{n}}{h}\right)^{2}\right. \\
&\left.\left.+\frac{1}{6}\left(\frac{x-x_{n}}{h}\right)^{3}\right) h f_{n+3}\right]
\end{align*}
$$

Evaluating (11) and (12) at some selected points of interval, $x_{n+i}, i=1,2,3$ will bring forth the BSVSVO as:

$$
\begin{gather*}
y(x)=y_{n}+h\left(\mu_{1} y_{i}+\mu_{2} y_{i-1}+\mu_{3} y_{i-2}+\mu_{4} y_{i-3}\right) \\
y(x)=y_{n-2}+h_{1}\left(\beta_{1} y_{i+1}+\beta_{2} y_{i+2}+\beta_{3} y_{i+3}\right) \tag{13}
\end{gather*}
$$

where, $\beta_{1}, \beta_{2}, \beta_{3}, \mu_{1}, \mu_{2}, \mu_{3}$ and $\mu_{4}$ are known physical quantities [16, 21-25].

This aspect deals with formulation of the method. The process is successfully caried out with the use of power series as the basis function approximation together with the method of interpolation and collocation to formulate the (BSVSVO) Furthermore, Eqns. (11) and (12) clearly demonstrated the introduction of variable step and variable order with block solver due to the different points of interpolation and concluding used.

### 2.1 Some investigation of the theoretical properties

Stability Polynomial of the Predictor-Corrector Methods.
The region of absolute stability of the predictor-corrector pair relies on two components.
(i) The linear multistep method qualified by $\left(\rho 1, \sigma_{1}\right),\left(\rho_{2}, \sigma_{2}\right)$ for the predictor and corrector, severally, and
(ii) The mode of implementation, i.e., either $P(E C)^{u}$ mode or $P(E C)^{\mathrm{u}} E$ mode.

The stability multinomial for the predictor-corrector system in the $P(E C)^{\mathrm{u}} E$ mode $u \geq 1$ given by Chase (1962) as:

$$
\begin{align*}
\Pi_{E}(r, z)=\rho_{2}(r) & -z \sigma_{2}(r)+M_{u}(z) \cdot\left[\rho_{1}(r)\right.  \tag{14}\\
& \left.-z \sigma_{1}(r)\right]
\end{align*}
$$

where,

$$
\begin{equation*}
M_{u}(z)=\left(z \beta_{k}\right)^{u} \frac{1-z \beta_{k}}{1-\left(z \beta_{k}\right)^{u}} \tag{15}
\end{equation*}
$$

when that of the $P(E C)^{\mathrm{u}}$ mode was received as [8]:

$$
\begin{align*}
\Pi_{E}(r, z)=\beta_{k} r^{k} & {\left[\rho_{2}(r)-z \sigma_{2}(r)\right]+M_{u}(z) } \\
\cdot & {\left[\rho_{1}(r) \sigma_{2}(r)-\rho_{2}(r) \sigma_{1}(r)\right] } \tag{16}
\end{align*}
$$

It is evident that if $\left|z \beta_{k}\right|<1$, then (15) entails that:

$$
\begin{equation*}
\lim _{u \rightarrow \infty} M_{u}(z)=0 \tag{17}
\end{equation*}
$$

and, thus, from (14) and (16),

$$
\begin{equation*}
\Pi_{E}(r, z) \rightarrow \Pi(r, z) \tag{18}
\end{equation*}
$$

and

$$
\begin{equation*}
\Pi_{c}(r, z) \rightarrow \beta_{k} r^{k} \Pi(r, z) \text { [8] } \tag{19}
\end{equation*}
$$

where, $\Pi(r, z)$ is the stability multinomial for the corrector.
This shows that the stability polynomial of the predictorcorrector formula in either mode is basically that of the corrector formula ( $\rho_{2}, \sigma_{2}$ ) whenever $u$ is sufficiently large and $h$ small [8].

## Theorem 2.1

The order of a predictor-corrector method for first order equations must be greater than or equal to one if it is convergent [9].

## Theorem 2.2

Let $\left\{y_{n+1}^{[m]}\right\}$ be a sequence of approximations of $y_{n+l}$ obtained by a PECE... method. If:

$$
\begin{equation*}
\left|\frac{\partial f}{\partial y}\left(x_{n+1}, y\right)\right| \leqslant L_{[17]} \tag{20}
\end{equation*}
$$

(for all $y$ near $y_{n+l}$ including $y_{n+1}^{[0]}, y_{n+1}^{[1]}$ ) where $L$ satisfies the condition $L<\frac{1}{\left|h \beta_{0}\right|}$, then the sequence $\left\{y_{n+1}^{[m]}\right\}$ converges to $y_{n+1}$ [17].

Proof: The numeric solution gratifies the equation [17]:

$$
\begin{equation*}
y_{n+1}=\sum_{i=0}^{H} \alpha_{i} y_{n+1}+h \beta_{0} f\left(X_{n+1}, y_{n+1}\right)+h \sum_{i=0}^{H-1} b_{i} f_{n+i} \tag{21}
\end{equation*}
$$

The corrector gratifies the equation:

$$
\begin{equation*}
y_{n+1}^{(m+1)}=\sum_{i=0}^{j-1} \alpha_{i} y_{n+1}+h B_{0} f\left(X_{n+1}, y_{n+1}^{(m)}\right)+h \sum_{i=0}^{i-1} b_{i} f_{n+i} \tag{22}
\end{equation*}
$$

Subtracting these two equations, we arrive at:

$$
\begin{equation*}
y_{n+1}-y_{\mathrm{n}+1}^{(\mathrm{m}+1}=h \beta_{0}\left[f\left(x_{n+1}, y_{n+1}\right)-f\left(x_{n+1}, y_{n+1}^{(m)}\right) \mid\right] \tag{23}
\end{equation*}
$$

Applying the Lagrange mean value theorem to arrive at:

$$
\begin{equation*}
y_{n+1}-\mathrm{y}_{\mathrm{n}+1}^{(\mathrm{m}+1)}=h \beta_{0}\left(y_{n+1}-y_{n+1}^{(m)}\right) \frac{\partial f}{\partial y}\left(x_{n+1}, \mathrm{y}^{*}\right) \tag{24}
\end{equation*}
$$



$$
\begin{aligned}
& \left|y_{n+1}-\mathrm{y}_{\mathrm{n}+1}^{(m+1)}\right| \not \approx h \boldsymbol{B}_{0}\left|y_{n+1}-y_{n+1}^{(m)}\right| \\
& \left\lvert\, \frac{\partial f}{\partial y}\left(x_{n+1}, y\right)\right. \\
& \leqslant 九 L\left|B_{0}\right| y_{n+1}-y_{n+1}^{(m)} \mid \\
& \exists\left\{h L\left|b_{0}\right|\right]^{\mathrm{m}}\left|y_{n+1}-y_{n+1}^{(0)}\right|
\end{aligned}
$$

Now,

$$
\begin{aligned}
& \lim \left|y_{\substack{n+1 \\
m \rightarrow \infty}}-y_{n+1}^{(m+1)}\right| \rightarrow 0, \text { if } \\
& \mathrm{hL}\left|\boldsymbol{B}_{0}\right|<1 \text { or } \mathrm{L}<\frac{1}{h\left|\boldsymbol{B}_{0}\right|}[17] .
\end{aligned}
$$

This means that the conclusion of Theorem 2.2 holds as seen in [17]. Clearly, some theoretical properties have been ascertained in this aspect to buttress the use of the method.

### 2.2 Prescribing the bound of the convergence criteria of BSVSVO

To set up the prescribe convergence criteria of variable step variable order block predictor-corrector pair, we consider $k+1$ step with order $p^{*}=p+1$ for block predictor method, while $k$ step with order $p$ for block corrector method. This justifies the novelty of the BSVSVO predictor-corrector pair with different step and order which assumes that $p^{*}>p$. Again, it is very viable to find the principal local truncations error of the block predictor-corrector pair in the absence of approximating higher orders differential. Whenever we assume that $p^{*}>p$, where $p^{*}$ and $p$ display the order of the block predictor and block corrector methods [3, 5, 7, 18, 19, 21-25].

Instantly, for a method of order $p^{*}, k+1-$ step, the local errors of the variable step, variable order block predictor method is [5, 7, 18, 19, 21, 23, 25]:

$$
\begin{align*}
y\left(x_{n+1}\right)=y\left(x_{n}\right) & +\frac{h}{24}\left[55 f\left(x_{n}, y\left(x_{n}\right)\right)\right. \\
& -59 f\left(x_{n-1}, y\left(x_{n-1}\right)\right) \\
& +37 f\left(x_{n-2}, y\left(x_{n-2}\right)\right) \\
& \left.-9 f\left(x_{n-3}, y\left(x_{n-3}\right)\right)\right] \\
& +\frac{251}{720} y^{(5)}\left(\hat{\mu}_{n}\right) h^{5} \\
y\left(x_{n+2}\right)=y\left(x_{n}\right) & +\frac{h}{3}\left[27 f\left(x_{n}, y\left(x_{n}\right)\right)\right. \\
& -44 f\left(x_{n-1}, y\left(x_{n-1}\right)\right) \\
& +31 f\left(x_{n-2}, y\left(x_{n-2}\right)\right)  \tag{25}\\
& \left.-8 f\left(x_{n-3}, y\left(x_{n-3}\right)\right)\right] \\
& +\frac{269}{90} y^{(5)}\left(\hat{\mu}_{n}\right) h^{5} \\
y\left(x_{n+3}\right)=y\left(x_{n}\right) & +\frac{h}{8}\left[189 f\left(x_{n}, y\left(x_{n}\right)\right)\right. \\
& -369 f\left(x_{n-1}, y\left(x_{n-1}\right)\right) \\
& +279 f\left(x_{n-2}, y\left(x_{n-2}\right)\right) \\
& \left.-75 f\left(x_{n-3}, y\left(x_{n-3}\right)\right)\right] \\
& +\frac{987}{80} y^{(5)}\left(\hat{\mu}_{n}\right) h^{5}
\end{align*}
$$

for about $\hat{\mu}_{n} \in\left(x_{n-3}, x_{n+3}\right)$. If we presume that the estimates $\omega_{0}, \omega_{1}, \omega_{2}, \omega_{3} \ldots, \omega_{n}$ are entirely the exact solutions and allow $z$ to act as the resolution to the differential equation gratifying the initial precondition $z\left(x_{n}\right)=\omega_{n}$.

Subsequently,

$$
\begin{align*}
& z\left(x_{n+1}\right)-\omega_{n+1}^{(0)}=\frac{251}{720} y^{(5)}\left(\hat{\mu}_{n}\right) h^{5} \\
& z\left(x_{n+2}\right)-\omega_{n+2}^{(0)}=\frac{269}{90} y^{(5)}\left(\hat{\mu}_{n}\right) h^{5}  \tag{26}\\
& z\left(x_{n+3}\right)-\omega_{n+3}^{(0)}=\frac{987}{80} y^{(5)}\left(\hat{\mu}_{n}\right) h^{5}
\end{align*}
$$

for about $\hat{\mu}_{n} \in\left(x_{n-3}, x_{n}\right)[5,7,18,19,21,23,25]$.
In the same manner, investigating the local errors of the block corrector method to be:

$$
\begin{align*}
& y\left(x_{n+1}\right)=y\left(x_{n-2}\right) \\
&+\frac{h}{4}\left[57 f\left(x_{n+1}, y\left(x_{n+1}\right)\right)\right. \\
&-72 f\left(x_{n+2}, y\left(x_{n+2}\right)\right) \\
&\left.+27 f\left(x_{n+3}, y\left(x_{n+3}\right)\right)\right] \\
&-\frac{75}{8} y^{(4)}\left(\hat{\mu}_{n}\right) h^{4} \\
& y\left(x_{n+2}\right)=y\left(x_{n-2}\right) \\
&+\frac{h}{3}\left[44 f\left(x_{n+1}, y\left(x_{n+1}\right)\right)\right. \\
&-52 f\left(x_{n+2}, y\left(x_{n+2}\right)\right)  \tag{27}\\
&\left.+20 f\left(x_{n+3}, y\left(x_{n+3}\right)\right)\right] \\
&-\frac{28}{3} y^{(4)}\left(\hat{\mu}_{n}\right) h^{4} \\
& y\left(x_{n+3}\right)=y\left(x_{n-2}\right) \\
&+\frac{h}{12}\left[175 f\left(x_{n+1}, y\left(x_{n+1}\right)\right)\right. \\
&-200 f\left(x_{n+2}, y\left(x_{n+2}\right)\right) \\
&+\left.85 f\left(x_{n+3}, y\left(x_{n+3}\right)\right)\right] \\
&-\frac{75}{8} y y^{(4)}\left(\hat{\mu}_{n}\right) h^{4}
\end{align*}
$$

for about $\mu_{n} \in\left(x_{n-2}, x_{n+3}\right)$. If we presume that the estimates $\omega_{0}, \omega_{1}, \omega_{2}, \omega_{3} \ldots, \omega_{n}$ are entirely the exact solution and then allow $z$ to act as the resolution to the differential equation gratifying the initial precondition $z\left(x_{n}\right)=\omega_{n}$. So subtracting (25) from (26) will yield the expression as:

$$
\begin{align*}
& z\left(x_{n+1}\right)-\omega_{n+1}=-\frac{75}{8} y^{(4)}\left(\bar{\mu}_{n}\right) h^{4} \\
& z\left(x_{n+2}\right)-\omega_{n+2}=-\frac{28}{3} y^{(4)}\left(\bar{\mu}_{n}\right) h^{4}  \tag{28}\\
& z\left(x_{n+3}\right)-\omega_{n+3}=-\frac{75}{8} y^{(4)}\left(\bar{\mu}_{n}\right) h^{4}
\end{align*}
$$

for about $\bar{\mu}_{n} \in\left(x_{n-2}, x_{n+3}\right)$.
In advancing, we must establish the presumption that for small measures of $h$ :

$$
\begin{equation*}
z^{(5)}\left(\hat{\mu}_{n}\right) \approx y^{(4)}\left(\bar{\mu}_{n}\right) \tag{29}
\end{equation*}
$$

and the strength of the error-control procedure relies greatly on this presumption stated above.

Furthermore, if we make a subtraction of Eq. (25) from (27), and presume that $z^{(5)}\left(\hat{\mu}_{n}\right) \approx y^{(4)}\left(\bar{\mu}_{n}\right)$, we arrive at:

$$
\begin{align*}
\omega_{n+1}^{(0)}-\omega_{n+1}= & h^{4}\left[\frac{251}{720} z^{(5)}\left(\hat{\mu}_{n}\right) h+\frac{75}{8} z^{(4)}\left(\bar{\mu}_{n}\right)\right] \\
& \approx \frac{7001}{720} h^{4} z^{(4)}\left(\bar{\mu}_{n}\right) \\
\omega_{n+2}^{(0)}-\omega_{n+2}= & h^{4}\left[\frac{269}{90} z^{(5)}\left(\hat{\mu}_{n}\right) h+\frac{28}{3} z^{(4)}\left(\bar{\mu}_{n}\right)\right]  \tag{30}\\
& \approx \frac{1109}{90} h^{4} z^{(4)}\left(\bar{\mu}_{n}\right) \\
\omega_{n+3}^{(0)}-\omega_{n+3}= & h^{4}\left[\frac{987}{80} z^{(5)}\left(\hat{\mu}_{n}\right) h+\frac{75}{8} z^{(4)}\left(\bar{\mu}_{n}\right)\right] \\
& \approx \frac{1737}{80} h^{4} z^{(4)}\left(\bar{\mu}_{n}\right)
\end{align*}
$$

then:

$$
\begin{align*}
z^{(4)}\left(\bar{\mu}_{n}\right) & \approx \frac{720}{7001 h^{4}}\left(\omega_{n+1}-\omega_{n+1}^{(0)}\right) \\
z^{(4)}\left(\bar{\mu}_{n}\right) & \approx \frac{1109}{90 h^{4}}\left(\omega_{n+2}-\omega_{n+2}^{(0)}\right)  \tag{31}\\
z^{(4)}\left(\bar{\mu}_{n}\right) & \approx \frac{1737}{80 h^{4}}\left(\omega_{n+3}-\omega_{n+3}^{(0)}\right)
\end{align*}
$$

Utilizing (30) to remove terms of degree $\left(h^{4}\right) z^{(4)}\left(\bar{\mu}_{n}\right)$ from (27) will generate the estimates of the principal local truncation errors as:

$$
\begin{gather*}
\left|\tau_{n+1}\right|=\left|z\left(x_{n+1}\right)-\omega_{n+1}\right| \approx \frac{6750\left|\omega_{n+1}-\omega_{n+1}^{(0)}\right|}{7001} \\
\leq \delta \\
\left|\tau_{n+2}\right|=\left|z\left(x_{n+2}\right)-\omega_{n+2}\right| \approx \frac{840\left|\omega_{n+2}-\omega_{n+2}^{(0)}\right|}{1109}  \tag{32}\\
\leq \delta \\
\left|\tau_{n+3}\right|=\left|z\left(x_{n+3}\right)-\omega_{n+3}\right| \approx \frac{250\left|\omega_{n+3}-\omega_{n+3}^{(0)}\right|}{579} \\
\quad \leq \delta
\end{gather*}
$$

These mathematical expressions of (31) implies that $\omega_{n+1} \neq \omega_{n+1}^{[0]}, \omega_{n+2} \neq \omega_{n+2}^{[0]}$ and $\omega_{n+3} \neq \omega_{n+3}^{[0]}$ and also, represent the predicted and corrected approximates. Thus,
these essential components $\left|\tau_{n+1}\right|,\left|\tau_{n+2}\right|$ and $\left|\tau_{n+3}\right|$ are otherwise seen as the principal local truncation errors and $\delta$ defines the bound of the convergence criteria [ $3,5,7,8,18,19,21-25]$.

The execution of BSVSVO is carried out using (31). This process is a combination of (31) with the convergence criteria $(\delta)$ to ensure convergence at every loop. The primary function of (31) is to find a suited step size which could be reduced whenever the norm of the (PLTE) approximates transcends an established convergence criteria, and raised whenever the norm is lesser than or equal to the convergence criteria by a prescribed element [18, 19]. Again, this idea is very important for the conclusion of a suitable step size [5]. Finally, the Eq. (31) showcases the error-control procedure [7]. The computation of the principal local truncation error (31) is applied to find out whether to accept the results of the selected step size or to redo the procedure with a varying step size. This process of (31) establishes the convergence criteria of the method on a trial run [ $8,18,19,21-25]$.

## 3. RESULTS AND DISCUSSION

Three test problems of stiff ODEs were solved to demonstrate the efficiency and accuracy of BSVSVO. The numeric results of BSVSVO will be compared with BBDF of various forms. The execution will be assessed in terms of the convergence criteria, efficiency and maximum error.

Furthermore, block backward differentiation formula have been effectual in computing stiff ODEs in terms of cutting down the time of computation and enhancing the accuracy of the approximate solution [14]. This was as a result of some changes performed to the existing block BDF by stretching the method to generate threesome approximate solutions at a single looping. Again, block backward differentiation formula are worthy for resolving stiff ODEs based on the implementation of the diagonally implicit form that is anticipated to be quicker than the fully implicit methods in recent research. Lastly, variable step-block backward differentiation formula (VS-BBDF) was carried out via variable step size technique with an increased step size to an element 1.8 [28]. As a result of the bounded stability property of the block solver which led to the inability to demonstrate more efficiency and accuracy in solving stiff ODEs. The BSVSVO has the capacity to find a suitable step size for every loop to ensure the convergence criteria. This in turn will complement the effort, bridge the gap demonstrated by [14, 15, 28] thereby enhancing the efficiency, error control procedure and maximize error.

We look at numeric solutions utilizing and adopting these three methods [14, 15, 28]. The reasons behind this selection involves methods like that of $A(\alpha)$-BBDF executed with fixed step size, $\rho$-DIBBDF with fixed step size and VS-BBDF with variable step size.
i Implicit $A(\propto)$-BBDF of order five [14].
ii $\rho$-DIBBDF method with the best choice of the parameter $\rho$ that holds optimal stability properties [15].
iii Stability region of two-point variable step-block backward differentiation formulae method [28].

## Test problem 3.1

$y^{\prime}(x)=-20\left(y-x^{2}\right)+2 x$ with initial term $y(0)=\frac{1}{3}$ and $x \in[0,1]$.
Exact solution: $y(x)=x^{2}+\frac{1}{3} e^{-20 x}$.
Source: [14].

Test problem 3.2
$y^{\prime}(x)=5 e^{5 x}(y-x)^{2}+1$ with initial term $y(0)=-1$ and $x \in[0,1]$.

Exact Solution: $y(x)=x-e^{-5 x}$.
Source: [15].

## Test problem 3.3

$y^{\prime}(x)=-1000 y+3000-2000 e^{-x}$ with initial term $y(0)=0$ and $x \in[0,20]$.

Exact Solution: $y(x)=3-0.998 e^{-1000 x}-2.002 e^{-x}$.
Eigenvalue: $\lambda=-100$.
Source: [28].
Table 1. Results of test problem 1

| Method Used | MAXE | Convergence Criteria |
| :---: | :---: | :---: |
| $A(\alpha)-$ BBDF | $9.80872(-03)$ | $10^{-3}$ |
| VSVOP-CAP | $7.98892(-05)$ | $10^{-3}$ |
| VSVOP-CAP | $7.99849(-05)$ |  |
| VSVOP-CAP | $8.0849(-05)$ | $10^{-6}$ |
| BBDF(5) | $3.61596(-06)$ |  |
| 3SBBDF | $2.78963(-06)$ |  |
| A( $\alpha)$-BBDF | $2.10240(-06)$ | $10^{-6}$ |
| VSVOP-CAP | $1.47862(-10)$ |  |
| VSVOP-CAP | $2.16175(-10)$ |  |
| VSVOP-CAP | $2.24112(-10)$ | $10^{-10}$ |
| BBDF(5) | $3.65378(-10)$ |  |
| 3SBBDF | $2.84503(-10)$ |  |
| A( $\alpha)-$ BBDF | $2.15115(-10)$ | $10^{-10}$ |
| VSVOP-CAP | 0. |  |
| VSVOP-CAP | 0. |  |
| VSVOP-CAP | 0. |  |

Tables 1, 2 and 3 shows the method used, MAXE and convergence criteria to actualize the computational results. The process of (BSVSVO) involves the use of (24) with tedious computation of finding the suitable variable step size to guarantee the bound convergence criteria at every loop. This process when achieved will lead to effective actualization of better results. The (BSVSVO) is compared with existing methods utilizing stiff ODEs and solved with fixed step and vary step size. The BBDF possesses strong stability property compare to (BSVSVO) with bounded stability property.

Table 2. Results of test problem 2

| Method Used | MAXE | Convergence Criteria |
| :---: | :---: | :---: |
| $\rho-$ DIBBDF $(-0.75)$ | $3.02746 \times 10^{-3}$ | $10^{-3}$ |
| $\rho-$ DIBBDF $(-0.60)$ | $3.08609 \times 10^{-3}$ |  |
| $\rho-$ DIBBDF 0.50$)$ | $3.79190 \times 10^{-3}$ |  |
| $\rho-$ DIBBDF 0.95$)$ | $6.39361 \times 10^{-3}$ |  |
| VSVOP-CAP | $1.84187 \times 10^{-5}$ | $10^{-3}$ |
| VSVOP-CAP | $1.96091 \times 10^{-5}$ |  |
| VSVOP-CAP | $\left.1.97311 \times 10^{-5}\right)$ |  |
| $\rho-$ DIBBDF $(-0.75)$ | $3.97922 \times 10^{-7}$ | $10^{-7}$ |
| $\rho-$ DIBBDF $(-0.60)$ | $4.07670 \times 10^{-7}$ |  |
| $\rho-$ DIBBDF(0.50) | $5.95266 \times 10^{-7}$ |  |
| VSVOP-CAP | $2.27374 \times 10^{-13}$ | $10^{-7}$ |
| VSVOP-CAP | $2.42695 \times 10^{-13}$ |  |
| VSVOP-CAP | $2.4436 \times 10^{-13}$ |  |
| $\rho-$ DIBBDF $(-0.75)$ | $3.99347 \times 10^{-11}$ | $10^{-11}$ |
| $\rho-$ DIBBDF $(-0.60)$ | $4.09109 \times 10^{-11}$ |  |
| $\rho-$ DIBBDF $(0.50)$ | $6.00101 \times 10^{-11}$ |  |
| VSVOP-CAP | $1.11022 \times 10^{-16}$ | $10^{-11}$ |
| VSVOP-CAP | 0. |  |
| VSVOP-CAP | 0. |  |

Table 3. Results of test problem 3

| Method Used | MAXE | Convergence Criteria |
| :---: | :---: | :---: |
| VS-BBDF | $1.1090 \mathrm{e}-004$ | $10^{-2}$ |
| VSVOP-CAP | $4.20214 \mathrm{e}-003$ | $10^{-2}$ |
| VSVOP-CAP | $4.2964 \mathrm{e}-003$ |  |
| VSVOP-CAP | $4.30589 \mathrm{e}-003$ |  |
| VS-BBDF | $1.5807 \mathrm{e}-006$ | $10^{-4}$ |
| VSVOP-CAP | $2.61316 \mathrm{e}-007$ | $10^{-4}$ |
| VSVOP-CAP | $2.61316 \mathrm{e}-007$ |  |
| VSVOP-CAP | $3.79881 \mathrm{e}-007$ |  |
| VS-BBDF | $3.93604 \mathrm{e}-007$ | $10^{-6}$ |
| VSVOP-CAP | $2.78685 \mathrm{e}-011$ | $10^{-6}$ |
| VSVOP-CAP | $4.07725 \mathrm{e}-011$ |  |
| VSVOP-CAP | $4.22723 \mathrm{e}-011$ |  |

## 4. CONCLUSIONS

Table 1, Table 2 and Table 3 display the method used, MAXE and bound of the convergence criteria of the computational results for test problems 1, 2 and 3. The (BSVSVO) is compared with existing methods of $A(\alpha)-\mathrm{BBDF}$, $\rho$-DIBBDF and VS-BBDF in terms of the method used, MAXE and bound of the convergence criteria. These results displayed by BSVSVO were implemented using the Eqns. (11), (12) and (24) to execute the process. This result of BSVSVO performs better than $A(\alpha)$-BBDF as discussed in table 1 due to the need of finding a suited step size compare to $A(\alpha)$-BBDF which is executed with fixed step size. Table 2 shows the computational results of BSVSVO compared with the results of the $\rho$-DIBBDF method with a better selection of the parametric quantity $\rho$ that establishes optimum stability properties. This would have been better if a suited step size was used for the implementation rather than the fixed step size approach. The BSVSVO possesses the advantage of deciding the suited step size for better efficiency and accuracy compare to $\rho$-DIBBDF which depends on selecting a better valuate for the parametric quantity $\rho$. Table 3 results of BSVSVO is compared with VS-BBDF. This VS-BBDF method has an increment of the step size to an element 1.8 which performs better on the $10^{-2}$ bound of the convergence criteria compare to BSVSVO. This is due to its inability to find a suited step size. Again, the performance of VS-BBDF was not better for the bound of the convergence criteria of $10^{-4}$ and $10^{-6}$ compare to BSVSVO which banks on suited step size for better efficiency and accuracy as shown in Table 3. Again, the performance of BSVSVO is seen as an efficient method which possess the capacity to determine a suitable variable step size to ensure the bound of the convergence criteria is satisfied. These benefits distinguish the BSVSVO from other methods of $A(\alpha)$-BBDF, $\rho$-DIBBDF and VS-BBDF which possess strong stability properties unlike BSVSVO with bounded stability properties. The BSVSVO has contributed immensely by introducing the error control procedure as seen in (24) with the idea of finding a suitable variable step size. Furthermore, the BSVSVO comes with some limitations of bounded stability properties and the use of power series as the basis function approximation to handle oscillatory and exponential solutions, but rather a special exponentially fitted and trigonometrically fitted methods should be designed to deal with both. Further work can be carried out using exponentially fitted and trigonometrically fitted method to solve stiff as a result of the oscillatory behavior of the system.
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## NOMENCLATURE

BSVSVO $\delta$
MAXE
$\mathrm{A}(\alpha)-\mathrm{BBDF}$ $\rho$ -
$\operatorname{DIBBDF}\left(\rho_{i}\right)$ VS-BBDF
block solver of variable step variable order bound of the convergence criteria maximum error(s) new 3-point BBDF [14] $\rho$-diagonally implicit block backward differentiation formula ( $\rho$ value) [15] variable step-block backward differentiation formulae method [28]

