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GLOSSARY 

Breast Cancer: is a disease condition that occurs as several cells in the breast tissue become 

cancerous, reproduce indiscriminately, and spreads, resulting in the formation of a tumour.  

Benign: Non-cancerous conditions such as tumours and growths are described as benign. There is 

no spread to other sections of the body. Thus, it is contained. It does not spread to other tissues in 

the area. In medical terminology, the term benign denotes the absence of risk or seriousness of a 

condition.  

CAD: A Computer-Aided Diagnosis is a tool, algorithm, or system whose output can help inform 

a user's decision-making or diagnosis.  

Cancer: Cancer is a heterogeneous group of disorders that can begin in almost any organ or tissue 

of the body and spread throughout the body when precancerous cells grow spontaneously, invade 

adjacent parts of the body, and spread to other organs. Cancer is characterized by uncontrolled cell 

growth, invasion of adjacent parts of the body, and spreads throughout the body system.  

CNN: is a variant of the learning network in (Artificial Intelligence) AI. For CNN to function, it 

must have a convolutional layer as its foundation. The convolution layer is located at the bottom 

of the stack. High-level aspects of the input signal are extracted using this technique. After the 

convolution layer comes the pooling layer. Depending on the applications, the pooling actions are 

predetermined. A variety of pooling operations are available, including maximum, minimum, and 

average pooling. Dimensionality reduction and selection of the most important feature are two 

common uses for the pooling method. It feeds these properties to the layer that includes activation 

functions, making it a fully integrated system. 

Deep Learning:  Features are learned using deep learning algorithms, which combine features 

from low levels of the hierarchy to produce higher ones. The potential is that a system can gain 

knowledge of multidimensional features linking inputs to outputs without relying only on 

handcrafted features as a result of this characteristics, it utilises the use of features that 

automatically identify at several abstraction levels.  

Histopathology: Involves extracting a biopsy to study tissues and cells under a 

clinical microscope to diagnose and research disorders of the tissues. Studying tissues under a 

microscope to diagnose various diseases, including kidney, colon cancer, prostate cancer, and 
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breast cancer, is known as Histopathology. The pathologist or laboratory technologist performs 

this investigation by removing tissue via surgery, biopsies, or needle piecing. 

Medical Imaging: various medical modality image output or results such as mammogram, 

endoscopy, and Histopathology.  

Malignant:  are abnormal cells that infiltrate and kill normal body cells are referred to as cancers 

that can spread to other parts of the body (metastasize) or infiltrate neighbouring tissues (locally). 

Due to genetic abnormalities, malignant cells develop rapidly and do not die naturally. 
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ABSTRACT 

Among the different cancers that exist, breast cancer has been identified to account for about 2.26 

million new cases among women globally in 2020 according to WHO. The early diagnosis of 

breast cancer can help reduce the mortality rate. Due to the large volume of breast cancer cases 

and the limited availability of histopathologists and clinicians, the available ones can be subjective 

which can lead to misjudgement. An intelligent system that can assist the limited histopathologist 

is crucial to help in optimal diagnosis. It has been identified that dataset usually came from one 

source, and a custom CNN was required to train. Therefore, this dissertation aims to employ 

Convolutional Neural Network models for accurate classification of breast cancer histopathology 

images curated from different dataset sources. This work utilised two datasets at different 

magnifications, the BreakHis and the Breast Histopathology dataset. A hybrid dataset was created 

from these two datasets and divided into 70% and 30% for training and testing. Four pre-trained 

Convolutional Neural Network (CNN) models (DenseNet201, ResNet50, ResNet101 and 

MobileNet-v2) were used for the analysis after preprocessing and rescaling. The findings show 

that DenseNet201 achieved the highest classification accuracy of 88.17%, 87.73%, 92.2% and 

91.4% for BreakHis Dataset at 40X, 100X, 200X, 400X magnification factors respectively; 

83.67% for Breast Histopathology Dataset at 200X and 85.78% for the Hybrid dataset at 200X. 

The models were able to classify the images between benign and malignant images, with 

DenseNet201 giving the best performance in terms of Specificity and Sensitivity at 100%. The 

implication is that the DenseNet201 model can be used to accurately differentiate between benign 

and malignant histopathology breast images thus serving as a decision support system in the early 

diagnosis of breast cancer.  

 

 

Keywords: Convolutional Neural Network (CNN), histopathology images, breast cancer, 

image classification, intelligent system, diagnosis. 
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