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Abstract

Flooding, spoofing, replay, and fuzzing are common in various types of attacks faced by enterprises
and various network systems. In-vehicle network systems are not immune to attacks and threats. Intrusion
detection systems using different algorithms are proposed to enhance the security of the in-vehicle
network. We use a dataset provided and collected in "Car Hacking: Attack and Defense Challenge"
during 2020. This dataset has been realized by the organizers of the challenge for security researchers.
With the aid of this dataset, the work aimed to develop attack and detection techniques of Controller Area
Network (CAN) using different algorithms such as support vector machine and Feedforward Neural
Network. This research work also provides a comparison of the rendering of these algorithms. Based on
experimental results, this work will help future researchers to benchmark their results for the given
dataset. The results obtained in this work show that the model selection does not depend only on the
model's accuracy that is explained by the accuracy paradox. Therefore, for the overall result accuracy of
62.65%, they show that the support vector machine presents the most satisfying output in terms of
precision and recall. The Radial basis kernel gives 65% and 67% precision for fuzzing and flooding and
the recall of 64% and 100% for replay and spoofing, respectively.
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I. INTRODUCTION

The backbone of all electrical features of
today’s vehicles is in-vehicle networking
technology. The automotive industry has
developed specialized communication protocols
or extended them to existing standards to meet
the demanding requirements of the automotive
industry in  conjunction with technology
providers and standards authorities. Many of
them are standardized and maintained by
standardization bodies such as ISO, IEEE, or
SAE [1]. A major step towards integrating a
number of computer systems called Electronics
Control Unit (ECU) has recently been achieved
in automotive systems. ECU is used to control
and monitor the energy efficiency improvement
of the vehicle subsystem and decrease noise and
vibration. More recently, automotive networking
services such as Vehicle-to-Vehicle (V2V) and
Vehicle-to-Infrastructure  (V2I) require intra-
vehicle communication and inter-vehicle
communication by computer devices [2], [3]. In
order to support communication, various
communication protocols are developed. The
Controller Area Network (CAN) protocol is such
a simple communication protocol, which
supports connecting ECU sensors and actuators,
and the adoption of CAN allows new automotive
applications to emerge [4], [5]. Important
information is often provided through a CAN bus
for automotive services, such as self-driving and
advanced driver assistance systems (ADAS),
such as diagnostic, informational, and control
data. For the safety of a driver, the information
must be secured. However, the increase in
network capacity is accompanied by major safety
concerns, with several security defects in the in-
vehicle network (IVN) [6]. Examples include
flooding the bus with messages intended to
override legitimate messages or using arbitrary
bus spoofed identifiers. Moreover, much more

sophisticated and stealthy attacks, including
replay attacks and fuzzing attacks that appear
legitimate and difficult to distinguish from
ordinary traffic that can be generated, had been
carried out.

A. Flooding

Flooding attempts to send massive messages
in order to consume the CAN bus bandwidth.
Flood attacks on the network were long a
standard component of an attacker's denying
service toolbox. The basic concept of flooding
includes i) either send much traffic to a certain
server or service, in order to use all of its
resources to respond to fabricated traffic in order
not to process legitimate service requests; ii) or to
generate so much network congestion that legal
traffic cannot reach a specific server or service,
sends massive amounts of traffic to a specific
network segment. This type of attack is not
specific since there could be any traffic sent to
the network. For the first type of flooding attack,
many tools are available to send thousands of SIP
INVITE simultaneous messages to somebody's
system to see how the bomb is handled. Several
tools that make such an attack easier attempt to
exceed the number of simultaneous sessions a
server can handle, which may lead to server
failure or server reboot or cease operations in
some cases.

B. Spoofing

Controller Area Network messages are
injected to control certain desired functions.
Spoofing is the act of disguising a
communication or identity in order to appear to
be linked to a confident, authorized source.
Spoofing attacks may take many forms, from
common phishing attacks to caller 1D spoofing
attacks often used for fraud. Additional technical
networking elements such as IP addresses, the



DNS server, and the Address Resolution Protocol
(ARP) service could also be targeted as part of a
spoofing attack by the attackers, if necessary.
Spoofing attacks typically  benefit from
trustworthy relationships by impersonating a
person or organization known to the victim. In
certain cases—Ilike whale phishing attacks with
e-mail spoofing or website spoofing—these e-
mails can even be customized to convince the
victim that communications are legitimate. If the
user does not know that internet communications
can be a fake, they will likely be spoofed.
Researchers have proved that spoofing attacks
may exploit the CAN protocol's vulnerability,
often used for I'VN attacks [7].

C. Replay

A replay attack is to extract normal traffic at a
specific time and replay (injects) it into the CAN
bus. A data replay attack is characterized by an
attacker who wants to disrupt the system’s
continuous functioning [8]. The aim is to perform
hijacking to replace sensors' measurements and
replace them with former signals generated by
the system. The attacker observes and records
reading while a system is in a continuous state,
then feeds the control system with the
measurements recorded while its attack is
performed. This is a good strategy for an attack
when the system's dynamic is not well known,
and the system stays in a constant state for a
certain time [9].

D. Fuzzing

The system is injected with random messages
to cause unexpected behavior. The random
messages include CAN IDs and data. Moreover,
invalid and unexpected data may be injected if
the attacker does not have enough information
about CAN IDs and data. This procedure is
repeated over and over and over again by the
attacker until a considerable vulnerability is met.
The concept of fuzzing can also be seen as a
brute-forcing attack [9], [10].

Cyber attacks on automobiles can have
disastrous results, including the loss of human
life. Vehicles must behave securely, predictably,
and reliably in order to avoid those mentioned
above. Hence, Critical hypotheses are made in
this research work. They include i) it may be
necessary to use intrusion and threat detection
techniques such as anomaly-based to improve the
security of the IVN; ii) the use of an Intrusion
Detection Sensor (IDS) might gain much
attention due to the efficiency and simplicity in
detecting different threats and attacks.
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Efficient detectors and defense mechanisms
must be developed and assessed for various
attacks in response to these challenges. This work
focuses on flooding, spoofing, replay, and
fuzzing attacks detection in the CAN. We
provide two comprehensive attack and anomaly
detection methods using a support vector
machine for the first and Feedforward Neural
Network (FNN) for the second. We also evaluate
the performance and accuracy of these methods
with the CAN dataset provided and collected in
"Car Hacking: Attack and Defense Challenge"
during 2020. This dataset is useful in informing
security experts about situational awareness when
they detect new abnormal events, incidents, or
attacks. Our research shows highly promising
results in detecting various types of serious
attacks and as an effective defense mechanism
integrated into a vehicle. There have been some
works conducting various researches on detecting
ECU and CAN target attacks; however, none of
them has used the dataset in use here. This
research will contribute to helping benchmark the
work of future researchers to determine the
suitable algorithm and model for detecting ECU
and CAN target attacks. Figure 1 shows the
working principle of the attacks/intrusion
detection framework.

Read the packels

Algorithm based
module

Figure 1. The functioning principle of the intrusion
detection framework

The remainder of this work is organized as
follows: the literature review is provided in
Section 2, the work methodology, including
details of the approach and algorithm of detection,
is presented in Section 3. In Section 4, we present
our experiments and results. We conclude the
work in Section 5.

Il. LITERATURE REVIEW

This section provides an overview of potential
security attacks related to IVNs based on the
various automotive features an attacker can target.
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A. Sensor Attacks

[11] provided insight into autonomous cars’
problems and safety considerations. This study
offered greater sensor potential vulnerability for
automobiles with more challenging embedded
computing applications. The authors carried out a
case study on automotive computing and sensing.
Wireless access sensors, navigator sensors, and
actuator controls as autonomous vehicle
components were diagnosed. They also dealt with
steganographic attacks, hardware and firmware
attacks, eavesdropper ambushes on information
leakage, and physical attacks based on chip-
tampering.

[12] explored various attacks on car
communication channels and analyzed the sensor
functioning of linked automobiles that may
execute Cooperative Adaptive Cruise Control
(CACC). The simulation results in this study
show that insider attacks can cause major
problems in CACC vehicle networks. [13] said
that sensor security in autonomous vehicles is a
key concern and a significant safety risk in the
same optic. They analyzed Tesla autonomous
driving and three crucial sensors: ultrasonic
sensors, millimeter-wave radar, and autopilot
cameras. Radio interference and spoofing were
achievable revealed the results of the study.

B. IVN Attacks

Many researchers have investigated attacks
performed on internal networks such as CAN
[14]-[17]. [17] conducted auto control systems
sniffing and replay CAN bus network attacks.

Vehicle safety risks on the CAN bus were studied.

The authors submitted a classification on four
scenarios based on their test setting. The target of
the attack, style of attack, and related
vulnerabilities was identified for each scenario.

[18] suggested a topology of the conceptual
network for a CAN bus with the gateway. The
offenders in their model referred to six sorts of
attacks, including passive (like reading messages)
and active attacks (particularly injection attacks,
such as flooding, replay, and spoofing). The
authors also proved that selective Denial of
Service (DoS) attacks are conceivable for
automobiles communicating using CAN. They
further stressed that such an attack could not be
detected at the level of the frame.

[19] suggested a CAN simulator for attacks.
Control Area Network vulnerabilities have been
demonstrated and proven using onboard
diagnostic (OBD) scanners readily available after
buying a car. Under the J3061 guidelines

generally employed by the automobile industry,
the authors implemented the design safety.

[20] conducted research on  CAN
communication threats of four sorts using the
fuzzy neural network methodology (DoS, fuzzy,
spoofing the drive gear and spoofing the RPM
gauge). The authors suggested a mechanism for
the detection of CAN protocol attacks. In this
work, the real data in the CAN packet was
confirmed as a feature vector. The authors also
concluded that all fuzzy classification methods
performed had precision in the range of 0.85to 1
for detecting attacks targeting the CAN protocol
identification.

To explore the susceptibility of CAN
prototypes, [21] used fuzzy-based testing. They
have carried out fuzzy black-box tests of ECUs in
test cars to show the car system design
vulnerability. Fuzzing is a standard software
vulnerability detection method.

ECUs and CANSs are still targets for attackers.
They were first physically connected and targeted,
but advanced tactics like side-channel and
fuzzing have been deployed jointly to perform
more sophisticated attacks.

I1l.METHODOLOGY AND

ALGORITHMIC APPROACH
This section presents the methodology and the
algorithmic approaches we used to achieve our
work.

A. Methodology

First of all, the dataset used in this work is a
free dataset for security researchers provided and
collected during the Car Hacking: Attack and
Defense Challenge in 2020. The target vehicle of
competition was Hyundai Avante CN7. The
dataset contains different classes that specify
whether a message sent inside the car network is
normal or an attack. The different classes are
given as follow:

e Normal: represent the type the normal in
the bus

e Flooding: is a bus attack that consumes
bandwidth to keep the bus busy by sending an
intensive data information

e Spoofing: represent messages injected in
the bus to control a certain number of
functionalities of the car.

o Replay: It is all about extracting the CAN
bus's information and reinjecting it later into the
CAN bus.

e Fuzzing represents random messages
introduced in the CAN bus to provoke an
unexpected car’s behavior.



The dataset contains 3,672,151 rows with
3,372,743 rows for normal traffic in CAN bus
and 229408 rows for attacks traffic injected in the
CAN bus.

The different features considered in the
dataset for data analysis include the Arbitration
ID, DLC, Data, and Class.

e The arbitration ID: is the unique ID
assigned to every transaction that is run in the
CAN bus.

e DLC: contain the number of bits that are
transmitted in the bus.

e  Data: represents the transmitted payload.

e Class: gives the classification of data as
normal or attack.

The Data analysis was carried out using
python run on Google Colab.

In existing works, the advanced machine
learning algorithms are barely used for a
vehicular network because the computing power
of the conventional ECU is limited to process the
complex process. However, in current days, the
computing power of ECU has been notably
increasing to process enormous real-time tasks in
the most recent vehicular system.

We considered two different approaches to
perform the classification of data for the
detection of attacks.

e Deep learning approach: in this approach,
we used the FNN.

e Machine learning approach: in this
approach, we used the Support Vector Machine.

Figure 2 represents the flow chart of the data
analysis and prediction model for intrusion
detection used in this work:

rrrrr

Upsampling & Normalization
downsampling

Figure 2. Data analysis and prediction flow chart

The Data cleaning is composed of some
operations that take place:

e Data Transformation: this helps in
converting the data format, values, and structure.
The data transformation process helps have a set
of data that is easy for both humans and
computers to use or manage.

o Data splitting: helps to divide the dataset
into training and testing sets.

¢ Normalization: aims to change the values
of numeric data in the dataset to end up with a
standard scale without altering the difference in
range of those values.

¢ Up-weighting and Down-sampling: the data
set at our disposal contains imbalanced data.

148

Down-sampling and Up-weighting — the majority
class — is an excellent approach to deal with
unbalanced data. Down-sampling means training
on a disproportionately low subset of the majority
class example. In contrast, Up-weighting means
adding an example weight to the down-sampled
class equal to the factor somebody down-sampled.

After data cleaning, two operations are carried
out in order to build the model:

e Training: This means adjusting the
model’s parameter going through the samples by
minimizing the error function.

e Testing: To evaluate the trained model’s
efficiency or performance by providing a new set
of samples.

B. Presentation of the Approaches Used
1) FNN

A FNN is an artificial neural network where
connections between the nodes do not form a
cycle. In its most basic form, a FNN is a single
layer perceptron. Sequences of inputs enter the
layer and are multiplied by the weights in this
model. The weighted input values are then
summed together to form a set. If the sum of the
values is more than a predetermined threshold,
which is normally set at zero, the output value is
usually 1, and if the sum is less than the threshold,
the output value is generally minus 1. The single-
layer perceptron is a popular FNN model
frequently used for classification. Single-layer
perceptrons can also contain machine learning
features. The neural network can correlate the
outputs of its nodes with the desired values using
a property known as the delta rule, permitting the
network to alter its weights via training to create
more accurate output values. This training and
learning result in the gradient descent. The
technique of updating weights in multi-layered
perceptrons is virtually the same. However, the
method is referred to as back-propagation. In
such circumstances, the output values provided
by the final layer are used to alter each hidden
layer inside the network [22], [26], [27].

Weights

Constant 1 \
W,

0
Weighted

\ Sum
W,
Out
E — I —_—

inputs = w, /
X0 —_ -1 / Step Function

Figure 3. FNN algorithm

2) Support Vector Machine
Support Vector Machines (SVM) are not new
but still helpful for classification because they do
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not overfit
circumstances.

In n-dimensional space, the goal is to find a
hyperplane that connects the data points to their
possible classes. The hyperplane should be
placed as close to the data points as possible.
Support Vectors are the data points with the
shortest distance to the hyperplane. Because of
their proximity, they have a more significant
impact on the exact location of the hyperplane
than other data points [23], [25]. Figure 4 shows
the support vector machine algorithm.

Support vectors (class -1) ’
R ’

and perform well in many

r
o
o
=
© n
Hyperplane
m N

/,

’ pid o
v\ 5 . 8
Margin //

3 Support vectors (class 1)

Figure 4. Support vector machine algorithm

Due to the kernel that turns the input data
space into a higher-dimensional space SVMs are
also known as kernelized SVMs. The most
popular kernel functions available are Linear
Function, Polynomial Function, Radial Basis
Function (RBF), and Sigmoid Function.

IV. RESULT AND DISCUSSION

In this section, we present the results of
several experiments carried out.

Table 1 presents the samples of the raw
dataset before the data cleaning.

Table 1.

Raw dataset before the data cleaning

Timestamp, Arbitration ID, DLC, Data, Class

1597707827.052591,260,8,06 25 05 30 FF CF 71 55,Normal

1597707827.05398,329,8,4A C5 7E 8C 31 2D 01 10,Normal

1597707827.05467,38D,8,00 00 49 00 90 7F FE 01,Normal

1597707827.054904,420,8,50 1E 00 C8 FC 4F 6A 00,Normal

1597707827.05514,421,8,FE 07 00 FF E3 7F 00 52,Normal

1597707827.055378,153,8,20 80 10 FF 00 FF A0 4E,Normal

1597707827.055615,220,8,12 24 7C 00 00 6D 10 F6,Normal

1597707827.055853,340,8,00 00 00 24 36 01 25 30,Normal

1597707827.056095,389,8,00 00 00 20 00 00 C2 00,Normal

1597707827.056338,47F,8,00 EC FF FA 00 78 00 36,Normal

1597707827.0598,130,8,E4 80 AC 80 00 00 07 95,Normal

1597707827.060041,140,8,6C 80 00 6E 20 00 07 E8,Normal

1597707827.060268,251,8,59 04 DA 4F 00 45 B8 7F,Normal

1597707827.060471,2B0,6,67 00 00 07 CA 5B,Normal

1597707827.060639,164,4,00 08 1C FA,Normal

1597707827.060887,356,8,00 00 00 80 1F 00 00 00,Normal

The dataset represented in Table 1 contains
non-suitable data for analysis. Therefore, the first
step of data analysis, which consists of data
transformation, is represented in Table 2.

Table 2.
Data transformation
Arbitration ID DLC Data Class
0 1136 8 1531506466388726889  Normal
1 304 8 324330091670671314 Normal
2 304 8 16464932089003771944  Normal
3 903 8 17595060653156141568 Normal
4 913 8 569 Normal
2937981 320 8 14446985127634404666 Normal
2937982 1151 8 30117796746100767 Normal
2937983 897 8 9275232701815638789  Normal
2937984 870 7 11399797360299265 Normal
2937985 916 8 63059195164041212 Normal
[2937986 rows x 4 columns]

To make process better the analysis, after data 1 0.544093 1.000000 6.445305e-07
transformation, the data values were the same 2 0.259683 1.000000 _ 8.156812¢-10
range scale. This process is data normalization. 3 0.000000 1.000000 0.000000e+00

: ; . 4 1.000000 1.000000 3.096252e-01

The normalized data is represented in Table 3.
616405  0.000000 1.000000 0.000000e+00
Table3. 616406 0.267844 1.000000  1.714715e-01
Data normalization 616407  0.000000 1.000000 0.000000e+00
Arbitration  DLC Data 616408  0.263094 0.833333 1.741932e-04
D 616409  0.000000 1.000000 0.000000e+00

0 0.263094 0.833333 2.139152e-04




After training and testing of the different
model, the following confusion matrix was
obtained.

Table 4.
Confusion matrix for FNN
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A. Confusion Matrix for FNN

Table 4 shows that the FNN misses classified
attacks. The model only classified the flooding as
an attack and considered others as false positives

data.

Normal Fuzzing Flooding Replay Spoofing

Normal 643394 30522 0 0 0

Fuzzing 18244 0 0 0 0

Flooding 0 0 30898 0 0

Replay 9034 489 0 0 0

Spoofing 1584 0 0 0 0
With an accuracy of 0.9190596394, the Flooding 1 1 1
classification report is given in Table 5. Replay 0 0 0
Spoofing 0 0 0

Table 5.
Classification report for FNN

B. Confusion Matrix for SVM

Four different models were used for the

Precision  Recall fl-score P
Normal 0957067  0.954709  0.955887 classification of the data (Tables 6-12).
Fuzzing 0 0 0 1) Linear Kernel
Table 6.
Confusion matrix for SVM linear kernel
Normal Fuzzing  Flooding Replay Spoofing
Normal 24944 0 0 0 0
Fuzzing 294 11456 35 2348 217
Flooding 18 6466 58 14952 3450
Replay 7 1586 19 4933 1042
Spoofing 0 0 0 0 1187
This model could classify the attacks. Precision _ Recall fl-score
However, some of them were misclassified as Eom_‘a' g-gg;gzg (1)798328 8-232%‘8
e ; ; ; uzzing . . .
felllse positives and false negatives in different Flooding 0517857 0.002325  0.00463
classes. Replay  0.221877 0.650191  0.330852
With an accuracy of 0.5831644113296445, Spoofing  0.201323 1 0.335169

the classification report is the following:

Table 7.
Classification report for linear kernel

2) Confusion Matrix for Polynomial Kernel

Table 8.
Confusion of polynomial kernel
Normal Fuzzing Flooding Replay Spoofing

Normal 24944 0 0 0 0
Fuzzing 30 11728 811 1745 36
Flooding 8 4983 2067 13131 4755
Replay 5 1464 351 4301 1466
Spoofing 0 0 0 0 1187

The polynomial kernel was also able to the
different attacks better than the linear kernel.
Meanwhile, some data are false positives data
and false negatives in different classes.

With an accuracy of 0.6057497397688051,
the classification report is the following:

Table 9.

Classification report of polynomial kernel

Precision  Recall fl-score
Normal 0.998279 1 0.999139
Fuzzing 0.645282 0.817282 0.721168
Flooding 0.640136 0.082866 0.146736
Replay 0.224279 0.566891 0.321402
Spoofing  0.159457 1 0.275055
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3) Confusion Matrix of Radial Basis Kernel

Table 10.
Confusion matrix of radial basis kernel

Normal  Fuzzing Flooding Replay Spoofing
Normal 24944 0 0 0 0
Fuzzing 117 11985 650 1465 133
Flooding 18 4991 2734 15130 2071
Replay 7 1419 639 4897 625
Spoofing 0 0 0 0 1187

The radial basis was able to categorize some
attacks with false positives and false negatives in
different classes.

With an accuracy of 0.6265682353585712,
the classification report is the following:

Table 11.
Classification report of radial basis kernel
Precision  Recall fl-score

Normal 0.994339 1 0.997162
Fuzzing 0.651536  0.835192  0.73202
Flooding  0.679592  0.109606  0.188767
Replay 0.227852  0.645446  0.336807
Spoofing  0.295568 1 0.456275

4) Confusion Matrix of Sigmoid Kernel

Table 12.
Confusion matrix of sigmoid kernel
Normal Fuzzing Flooding Replay Spoofing
Normal 24944 0 0 0 0
Fuzzing 0 5003 22 9290 35
Flooding 0 14238 18 9668 1020
Replay 0 4088 7 2960 532
Spoofing 0 583 0 604 0
The sigmoid kernel perfectly classified the mainly  for  conventional communication

normal data and classified attacks accordingly,
but some were considered false negatives in
different classes.

With an accuracy of 0.4509532679559524,
the classification report is shown in Table 13:

Table 13.
Classification report of sigmoid kernel
Precision  Recall fl-score

Normal 1 1 1
Fuzzing 0.209225  0.348641  0.261513
Flooding ~ 0.382979  0.000722  0.001441
Replay 0.131427  0.390141  0.196619
Spoofing 0 0 0

[24] stated the accuracy paradox in that the
accuracy itself is not sufficient to evaluate the
performance of a model, especially in unbalanced
data. Therefore, precision, recall, and F1-score
are mostly favored. Furthermore, the business
importance matters since having a model that
detects what is supposed to detect are key in
selecting a model.

Based on the result previously obtained, the
Radial basis kernel provides the most satisfying
output in a sense that even though the accuracy is
not the highest, the precision and recall metrics
show that one can rely on the Radial basis kernel
of SVM to perform the detection of attacks in the
CAN Bus.

The previous intrusion detection methods may
be effective only for specific threat models that
have already been considered in the design
stages. To cope with the problem, adopting
machine learning-based IDS is recommended,

networks. The idea is to capture underlying
statistical features of data and use them to detect
any malicious attack. Intrusion detection methods
using support vector machine and FNN are
highlighted here for classifying attack types.
These anomaly-based techniques intervene to
correctly or mistakenly identify any deviation
captured out of the range of the normal profile. It
is important to have the complete normal profile,
so the system does not suffer from high false
positives. One of the key advantages of anomaly
detection using a support vector machine and the
FNN is identifying new and previously unknown
attacks.

V. CONCLUSION

Intrusion detection is an interesting area of
research that helps both researchers and
businesses understand the security aspect of
computer and network systems. However, there
is no ideal way of assessing the performance of a
model for a classification problem, but different
metrics give valuable insights into how a
classification model performs.

This work proposed a means to detect attacks
in a car network automatically. Considering the
business importance, the FNN model used in this
work is not acceptable because it provides a
reliable classification. Meanwhile, the SVM, with
its different kernels, was able to give an attractive
result. Furthermore, the Radial basis kernel
presented the most relevant result even though its
accuracy is not the highest. This is to say that the
Radial basis kernel can be selected as the best



model because it provides suitable output
compared to other developed by looking at the
precision and recall metrics. After all, the
accuracy alone does not provide a good insight
into the model's performance.

Since the proposed model has not yet been
provided in the literature in “Car Hacking: Attack
and Defense Challenge,” another model such as
the Short-Term Long Memory can still be
developed to benchmark the proposed model.
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