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USE OF THE FIRST AND SECOND HALVES RESULTS 

TO CLASSIFY THE FINAL OUTCOME OF ENGLISH 

PREMIER LEAGUE MATCHES 

 

Abstract 

English premier league (EPL) is one of the top leagues in Europe and 

any analysis of data generated from the league is highly sought after 

by fans, betters, coach, managers and scouters. The paper applied four 

machine learning models in classifying the outcome of five seasons 

using the results of the first and the second halves. Each half and the 

final outcome were made up of just three data points, namely, home 

win (HW), draw (DR) and away win (AW). Home win is the most 

frequent followed by AW and DR in descending order. There is no 

significant relationship between the results of the two halves. On           

the other hand, there are significant relationships between the first               
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half and the outcome and also, between the second half and the 

outcome. Random forests (RF), gradient boosting (GB) and adaptive 

boosting (AB) yielded better results than the logistic regression            

(LR). Generally, the accuracy averaged over 90 percent with few 

misclassifications. Implementation of the research in a decision 

support system is highly recommended. 

Introduction 

Football is a very popular sport, and the English premier league (EPL)   

is one of the top five leagues in Europe, with a fan base across the globe. 

EPL’s popularity has also encouraged enormous betting, television licenses, 

and other socioeconomic benefits. The probabilistic nature of the outcomes 

of football games in general and EPL, in particular, have made the art of 

predicting the results exciting. The prediction benefits betting companies and 

bookmakers, media, fans [1], scouts for sourcing new players, and football 

managers and coaches for studying opponents’ weaknesses, tactics, and 

strategies for winning matches [2]. 

Three approaches exist for predicting football outcomes: statistics, 

Bayesian, and machine learning (ML) [3]. All the aspects could be in-game 

and pre-game features. The enormous data generated from matches could          

be in the form of player performance metrics, goals scored, match          

statistics, injuries, and other related data [4]. Statistical approach is the use 

of probability models and regression models. Examples of statistical 

approaches are the use of the Weibull model [5] or Poisson [6] or 

multinomial logit [7] models to model the number of goals scored by the 

home and away teams or the instances of home advantage or probability of 

winning a football match given the teams to score first. In the same vein, 

design of experiment has been utilized too [8]. The Bayesian approach uses 

the Bayes theorem to compute probabilities that measure the degree of 

occurrence of events. This approach has been applied in predicting the 

outcome of the five (5) major European Football Leagues [9]. Restricting the 

analysis to predict a season of EPL [10] and a particular football club [11] 

yielded better accuracy. 



Use of the First and Second Halves Results ... 55 

ML approach is the most popular because it allows the development of 

predictive capability with unprecedented accuracy [12]. The vast amount          

of data predicts using complex models and algorithms to unravel hidden 

patterns that will assist in predicting different aspects of the game [13]. 

Aside from the data, the vast amount of monetary rewards available in 

betting continues to inspire researchers to apply ML models in developing 

predictive models in this context [14]. Moreover, ML is one of the fastest 

growing research methodologies which has been applied in different           

areas  of research, such as health informatics [15-17] and scientometrics or 

research evaluation [18, 19], with excellent results. However, the issue of 

interpretability and ethics remains the primary concern in the adoptability or 

adaptability of the method. Apart from the use of ML in predicting football 

outcomes, it has also been used in different aspects of football, such as the 

prediction of the final team position in a football league [20] and; the 

prediction of the actual market values of football players [21] and prediction 

of injuries [22]. 

A recent review [23] showed that there had been a shift in the use            

of artificial neural networks (ANN) to other ML models in predicting        

the outcome of football matches. The application of various ML models          

gives rise to different performance metrics, as reported by different authors. 

Examples of ML models that have been used yielded different accuracies. 

Gradient boosting gave accuracy of 89.6% in [24] and k-nearest neighbor 

(83.95%) [25]. 

This paper used the ML approach is predicting the outcome of football 

matches of five seasons of EPL using the results of each half of the 

respective individual matches. This approach has not been featured in 

scientific literature as those available prefer to use many variables as 

independent variables in the prediction. Their rationale is to increase 

prediction accuracy and flexibility in handling a vast amount of data 

obtained mainly via data scrapping methods [26]. However, using only two 

independent variables, in this case, reduces the inherent difficulty in ML 

interpretability while increasing accuracy and reducing parsimony. Again, 
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this paper adopts the use of only three data values (win, draw, lose) as 

prediction is more accurate than attempting to predict the actual football 

scores [27]. 

Materials and Methods 

The data was obtained from various online sources. The data is                 

the outcome (home win, draw, away win) of five seasons of EPL, from 

2016/2017 to 2020/2021 season. Each season contains 380 matches, and the 

results were grouped into three: first half, second half and final result. The 

actual scores were converted into the three groups: HW, DR and AW, 

representing home win, draw and away win, respectively. 

There are only two independent variables (first half and second half) 

results and the final result, the target or the dependent variable. 

Three hypotheses were crafted to establish the relationship between the 

pairs of first half, second half and the outcome. The chi-square test of 

independence was chosen because the data is nominal. 

Four ML models which are often used in classification are used. They 

are random forests (RF), logistic regression (LR), gradient boosting (GB), 

and adaptive boosting (AB). Before the data was passed through the models, 

cross-validation was done by dividing the data into training data (70%) and 

testing data (30%). 

Four performance metrics were used to assess the accuracy of                     

the classification. The evaluation metrics are area under curve (AUC), 

classification accuracy (CA), F1, precision, and recall. Confusion matrix was 

used to determine the instances of correct and incorrect classifications. 

Result 

The frequency analysis of the first half, second half and outcome of the 

five EPL seasons is presented in Table 1. 
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Table 1. Frequency of the first and second halves and outcome 

First half Second half Outcome Season 

HW DR AW HW DR AW HW DR AW 

2016/2017 137 151 92 158 124 98 188 83 109 

2017/2018 125 160 95 156 132 92 173 99 108 

2018/2019 126 148 106 152 116 112 181 71 128 

2019/2020 138 139 103 146 117 117 172 92 116 

2020/2021 121 153 106 115 140 125 144 83 153 

It can be seen from Table 1 that the outcomes of the first half are          

not necessarily the same as the second half. For instance, in the 2018/2019 

season, 126 matches were HW in the first half. In the second half, it 

increased to 152 and 182 as the final outcome. 

First half. There were more draws in the first half than home win and 

away win in each of the five seasons. In this case, the 2017/2018 season had 

more draws in the first half and the 2018/2019 season had the least draws. 

Noticeable, away win had the lowest number in the first half for each of the 

five seasons considered. 

Second half. There were more home wins in the second half for the first 

four seasons except the 2020/2021 season, which had more draws. Also, 

there was a growing decline in the number of home wins in the second half 

of the five seasons. 

Outcome. The final outcome had more home wins for the first four 

seasons and the last season had away wins as its highest number. The least 

ranked outcome is the number of draws across all five seasons. 

Generally, it could be seen that the 2016/2017 season had more draws in 

the first half, more home wins in the second half, and more home wins in the 

final outcome. Similarly, this trend is the same for the 2017/2018, 2018/2019 

and 2019/2020 season(s). For the 2020/2021 season, there were more draws 

in the first half, more draws in the second half and finally more away wins in 

the final outcome, which is a deviation from the trend for the final outcome 

for the first four seasons. 
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To confirm whether there are relationships between each pair of the trio 

(first half, second half, and outcome), three hypotheses will be defined and 

answered using the chi-square test of hypothesis. 

The first hypothesis. The null hypothesis is that there is no significant 

relationship between the outcomes of the English premier league’s first         

half and second half ( ).05.0>p  The alternate hypothesis is that there is a 

significant relationship between the two halves ( ).05.0<p  

The second hypothesis. The null hypothesis is that there is no 

significant relationship between the outcomes of the first half and the final 

outcome of the English premier league ( ).05.0>p  The alternate hypothesis 

is that there is a significant relationship between the two ( ).05.0<p  

The third hypothesis. The null hypothesis is that there is no significant 

relationship between the outcomes of the second half and the final outcome 

of the English premier league ( ).05.0>p  The alternate hypothesis is that 

there is a significant relationship between the two ( ).05.0<p  

The result of the three hypotheses is summarized in Table 2. 

Table 2. Chi-square values of the pairs of the first and second halves and 

outcome 

Season First and second halves First half and outcome Second half and outcome 

2016/2017 9.293 0.054 174.643 <0.0001 222.638 <0.0001 

2017/2018 6.732 0.151 168.192 <0.0001 243.993 <0.0001 

2018/2019 13.022 0.011 166.749 <0.0001 232.393 <0.0001 

2019/2020 4.736 0.315 143.816 <0.0001 217.561 <0.0001 

2020/2021 6.015 0.198 169.891 <0.0001 218.265 <0.0001 

Table 2 shows the result of the chi-square test of the independence of the 

pairs. 

For the first hypothesis, the chi-square test confirmed that there              

is no significant relationship between the first and second halves for the 
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2016/2017, 2017/2018, 2019/2020, and 2020/2021 season(s), while there is a 

significant relationship between these pairs in the 2018/2019 season. 

The test showed a significant relationship between the first half and the 

outcome across the five seasons. In this case, the alternative hypothesis for 

the second hypothesis is true for all seasons and the null hypothesis is false. 

Finally, the values in Table 2 confirm that the alternate hypothesis for 

the third hypothesis is true. Hence, there is a significant relationship between 

the second half and the outcome across all five seasons. 

The final analysis applies four ML models to classify the outcome by          

the first and second halves. The following codes are used as presented in  

Table 3. 

Table 3. Codes for the variables 

First half Second half Outcome 

Home win (1) Home win (1) Home win (1) 

Draw (2) Draw (2) Draw (2) 

Away win (3) Away win (3) Away win (3) 

The same codes were used throughout for the three variables. HW is 

coded as one (1), draw is coded as two (2), and away win is coded as three 

(3). 

Data sampler (which is an algorithm for splitting data) was used to 

divide the data into training (70%) and test (30%). Cross-validation is done 

to guide against overfitting. Also, the parameter settings of the Orange 

software used in the analysis remain unchanged. The application of cross-

validation reduced the data from 380 matches to 266 matches. Subsequently, 

testing was done on test data. 

The four ML models (LR, GB, RF and AB) were able to classify the 

outcome using the outcomes of the first half and second half. Also, 

performance metrics were used to assess the precision of the machine 

learning models for the classification of outcomes using the two independent 

variables. The results were obtained for the five EPL seasons, and the 
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confusion matrix was used to output the instances of correct and incorrect 

classifications, as shown in Table 4. 

Table 4. Performance metrics of the ML models for the five EPL seasons 

2016/17 AUC CA F1 Precision Recall Correct Incorrect 

RF 0.993 0.944 0.946 0.955 0.9444 251 15 

LR 0.992 0.932 0.933 0.935 0.932 248 18 

GB 0.992 0.944 0.946 0.955 0.944 251 15 

AB 0.985 0.944 0.946 0.955 0.944 251 15 

2017/18 AUC CA F1 Precision Recall Correct Incorrect 

RF 0.985 0.917 0.920 0.932 0.917 244 22 

LR 0.983 0.898 0.900 0.905 0.898 239 27 

GB 0.983 0.917 0.920 0.932 0.917 244 22 

AB 0.946 0.917 0.920 0.932 0.917 244 22 

2018/19 AUC CA F1 Precision Recall Correct Incorrect 

RF 0.988 0.925 0.929 0.944 0.925 246 20 

LR 0.986 0.917 0.917 0.918 0.917 244 22 

GB 0.988 0.925 0.929 0.944 0.925 246 20 

AB 0.959 0.925 0.929 0.944 0.925 246 20 

2019/20 AUC CA F1 Precision Recall Correct Incorrect 

RF 0.982 0.906 0.910 0.928 0.906 241 25 

LR 0.982 0.895 0.895 0.899 0.895 238 28 

GB 0.982 0.906 0.910 0.928 0.906 241 25 

AB 0.970 0.906 0.910 0.928 0.906 241 25 

2020/21 AUC CA F1 Precision Recall Correct Incorrect 

RF 0.991 0.929 0.932 0.947 0.929 247 19 

LR 0.991 0.891 0.884 0.902 0.891 237 29 

GB 0.991 0.929 0.932 0.947 0.929 247 19 

AB 0.991 0.929 0.932 0.947 0.929 247 19 

Generally, the results for RF, GB and AB are nearly the same for the 

five seasons. The three models generally performed better than the LR, with 

fewer misclassifications than the latter. 
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Conclusion 

The paper applied four machine learning models in classifying the 

outcome of five EPL seasons using the individual results of the first and 

second halves. Statistically, in all the seasons except one, the home wins are 

more than the away wins, which are equally higher than the draws. The 

performance metrics for the classification average over 90 percent and the 

chi-square test of independence showed that the first half results are 

statistically different from the second half. Numerous users of football data 

will benefit immensely from this research. 
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