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ABSTRACT 

Malaria, a devastating disease transmitted by mosquitoes, continues to impose a 

significant global health and economic burden. Despite this, traditional diagnostic 

methods such as microscopy encounter limitations due to human error and high 

workload. Accurate identification of malaria-infected red blood cells is pivotal for 

effective management, and machine learning—particularly transfer learning 

algorithms—has shown promise in enhancing diagnosis. However, the optimal pairing 

of transfer learning architectures with suitable optimizers for precise classification 

remains unclear. To tackle these challenges, this study presents a performance 

evaluation of transfer learning algorithms alongside optimizers for classifying malaria 

red blood cell images. The study utilizes five transfer learning algorithms, including 

DenseNet201, ResNet50, VGG19, VGG16, and Xception, to investigate their 

performance in malaria red blood cell image classification. The dataset comprises 

27,558 cell images, divided into Parasitized and Uninfected categories with 13,779 

images each, sourced from the National Institutes of Health (NIH) dataset. Data pre-

processing involves resizing, data splitting, label encoding, and data augmentation 

techniques to enhance the dataset before model training. Five distinct classifiers are 

developed using the transfer learning models, employing fine-tuning methods and 

hyperparameters to achieve exceptional accuracy. The top three classifiers are combined 

using the max voting ensemble method. The proposed ensemble model demonstrates 

significant potential in enhancing classification with an accuracy, precision, recall, f1-

score of 97.50%, 96.33%, 98.67%, and 97.49% respectively. 
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