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This study investigates the effects of selected petrophysical properties on predicting flowing well bot-
tomhole pressure. To efficiently situate the essence of this investigation, genetic, imperialist competitive
and whale optimization algorithms were used in predicting the bottomhole pressure of a reservoir using
production data and some selected petrophysical properties as independent input variables. A total of
15,633 data sets were collected from Volvo field in Norway, and after screening the data, a total of 9161
data sets were used to develop apt computational intelligence models. The data were randomly divided
into three different groups: training, validation, and testing data. Two case scenarios were considered in
this study. The first scenario involved the prediction of flowing bottomhole pressure using only eleven
independent variables, while the second scenario bothered on the prediction of the same flowing bot-
tomhole pressure using the same independent variables and two selected petrophysical properties
(porosity and permeability). Each of the two scenarios involved as implied in the first scenario, the use of
three (3) heuristic search optimizers to determine optimal model architectures. The optimizers were
allowed to choose the optimal number of layers (between 1 and 10), the optimal number of nodal points
(between 10 and 100) for each layer and the optimal learning rate required per task/operation. the re-
sults, showed that the models were able to learn the problems well with the learning rate fixed from
0.001 to 0.0001, although this became successively slower as the leaning rate decreased. With the chosen
model configuration, the results suggest that a moderate learning rate of 0.0001 results in good model
performance on the trained and tested data sets. Comparing the three heuristic search optimizers based
on minimum MSE, RMSE, MAE and highest coefficient of determination (R?) for the actual and predicted
values, shows that the imperialist competitive algorithm optimizer predicted the flowing bottomhole
pressure most accurately relative to the genetic and whale optimization algorithm optimizers.
© 2022 The Authors. Publishing services provided by Elsevier B.V. on behalf of KeAi Communication Co.
Ltd. This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/
by-nc-nd/4.0/).

1. Introduction

(fractional flow, porosity, and permeability), fluid identification,
liquid phase distribution in void space (saturation) and surface

Petrophysics is another broad and important field that in-
corporates engineering and earth science for reservoir character-
ization and field development. Rock physics is the science of
studying the basic chemical and physical properties of porous
media, especially reservoir rocks and those fluids found in them
(Bai et al., 2021). These include accumulation and flow properties
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interaction forces between rocks and fluids in the pore spaces
(Capillary pressure), pressure measurement, pressure conditions,
fluid conductivity, and so on (El Sharawy and Gaafar, 2019). These
properties and conditions are used to identify and evaluate hy-
drocarbon reservoirs, host rocks, aquifers and cap rocks (Zheng
et al,, 2020). Petrophysical properties of any rock, are a set of
basic technical parameters, and basic tools in quantifying reservoirs
to help petroleum engineers evaluate hydrocarbon reserves, plan
oil and gas well completions, and optimize production operations;
it continues to be the primary tool for providing reliable and
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trustworthy information about a reservoir (Salimidelshad et al.,
2019).

A reliable and accurate method of predicting the pressure drop
of multi-phase vertical flow is essential for good completion and
proper design of artificial lifting systems and for the optimization
and prediction of the production efficiency (Raghavan and Chin,
2004). Due to the complexity of multi-phase flows, empirical or
semi-empirical correlations are often developed to predict pressure
drop. Many correlations have been developed, most of which were
obtained in the laboratory and will be inaccurate when scaled-up to
field conditions (Yilmaz et al., 1994). Most researchers agreed that
they could not find a single correlation that applied to all the var-
iables with reasonable levels of accuracy. Traditional methods of
modeling the flow of reservoirs in vertical and horizontal wells
always assume constant reservoir petrophysical properties
throughout the reservoir's life. However, when the reservoir is
being depleted, the geological rocks expand and the petrophysical
properties of the reservoir change (Nguyen et al., 2020).

Pressure drop is a natural phenomenon in the formation after
hydrocarbon production has started. One of the important pa-
rameters for determining the potential output of wells is the
permeability of the reservoir formation (Yasser et al., 2011). As
production decreases, artificial lift techniques are commonly used
in wells to maintain production before other expensive reservoir
simulations such as enhanced oil recovery techniques are taken
into account, such as enhanced oil recovery techniques. The basic
principle of all artificial lift methods is the application of external
energy to the wells so as to reduce the pressure in the flowing
bottom hole or increase the drawdown pressure (Tabatabaie et al.,
2015). This high pressure drawdown can cause the formation to
shrink and reduce its permeability. Therefore, in order to maximize
production or recovery factor, it is important to find the optimal
drawdown for a particular reservoir production system (Belyadi
et al,, 2016). However, the effective stress in a rock formation is
computed/estimated by subtracting the pore fluid pressure from
the overburden stress as defined by the effective stress equation. If
the reservoir is depleted or exposed to high pressure drawdown
during production, the pore pressure will decrease leading to an
increase in the effective stress (Akai et al., 2016); this compresses
the formation and reduces its permeability.

A relationship between porosity and pressure can be defined
using compressibility factor. Compressibility is the relative change
in volume of the rock with respect to changes in pressure. When
production is initiated in a gas reservoir, the pore pressure reduces
and as a result, the grain size increases depending upon the
compressibility of the rock matrix. (Ayub and Ramadan, 2019). The
combined effect of overburden stress and expansion of the rock
matrix results in reduced pore size. From the Kozeny Carman
equation, it is evident that permeability is a function of porosity and
is directly proportional to porosity (Kommineni et al., 2017). Hence
such reduction in porosity reduces the permeability of the reservoir
with production. Several authors have used computational intelli-
gence applications to predict bottomhole pressure due to its ability
to handle huge streams of data generated in the field (Tariq et al.,
2020). Some authors have highlighted the importance of the pet-
rophysical properties of the reservoir formation in predicting the
nonlinearity behavior of reservoir formations.However, the focus
has always been on the prediction of bottomhole pressure from
readings/measurements of downhole pressure gauges inside the
well (Awadalla and Yousef, 2016; Chen et al., 2017).

Jahanandish et al. (2011) predicted the bottomhole flow and
pressure drop in vertical multiphase flowing wells using an artifi-
cial neural network. Their study used nine input parameters (that
is, oil rate, water rate, gas rate, GOR, pipe length, wellhead pressure,
oil gravity “API”, surface temperature and bottomhole temperature)
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but, the field's petrophysical properties were not considered.
Ebrahimi and Khamehchi (2015) used well-head and bottomhole
pressure data measured by an Amerada gauge to train and develop
a robust artificial neural network model for determining the ver-
tical multiphase flowing well pressure drop. The comparison be-
tween the best obtained results and the results of the available
methods indicated the higher accuracy of the proposed method;
however, it did not consider the effects of petrophysical properties.
Awadalla et al. (2016) used radial basis and feed-forward neural
networks as artificial intelligence techniques for prediction of
flowing bottom hole pressure using crude oil production data.
these data include tubing head pressure, motor current, liquid
production rate, oil production rate, water production rate, gas
production, base sediment and water cut, formation gas oil ratio, oil
specific gravity, produced water specific gravity, pump intake true
vertical depth, and pump discharge pressure, again, petrophysical
properties of the reservoir were not considered.

Chen et al. (2017) predicted the flowing bottomhole pressure of
a well using support vector machine and random sample selection;
although the study proposed a good prediction precision method
from the production data used, it did not consider the influence of
petrophysical properties. Amar et al. (2018) estimated bottomhole
pressure in multiphase scenario using hybridization neural net-
works and grey wolves’ optimization. Despite feeding in ten pa-
rameters as inputs variables (oil flow rate, gas flow rate, water flow
rate, oil gravity, gas gravity, depth in, inside pipe diameter, well
head temperature, well head pressure, and the gas oil ratio) of the
developed ANN models for the prediction of bottom-hole pressure
(BHP) in vertical wells; the impact of petrophysical properties of
the reservoir was not considered. Firouzi and Rathnayake (2019)
used advanced data analytics to predict flowing bottomhole pres-
sure and the data used for the study were from seven sensor pro-
duction measurements generated within 15—18 months. Again, did
not consider the impact or effect of petrophysical properties on the
production data. This then informed the need to improve further
the accuracy of such predictions for a more practical/economical
design of wells and better optimization of production operations.
Literature has shown that correlations are basically statistically
derived global expressions with limited physical considerations,
and thus do not render them a true physical optimization. However,
mechanistic models outperform specific flow pattern predictions
(Osman et al., 2005).

Knowing the bottom-hole pressure of hydrocarbon wells can
help forecast the well's potential during the well's life cycle. In
addition, mechanistic models and empirical correlations are prac-
tically limited by their specific assumptions, thus, they have failed
to provide a satisfactory and reliable tool for estimating or pre-
dicting bottomhole pressure. Consequently, porosity and perme-
ability are among the factors that indirectly affect the flowing
bottomhole pressure. Therefore, this study investigates the effects
of selected petrophysical properties on predicting the flowing well
bottomhole pressure of a reservoir. The algorithms adopted in
predicting the BHP from available data include the genetic, impe-
rialist competitive and whale optimization algorithms, which is
aimed at deducing the ideal computational intelligence model for
predicting the flowing bottomhole pressure for field applications.
The effectiveness of each intelligence model was identified through
trend analysis while also comparing the predicted values with the
true values and the average absolute error and the relative pre-
diction error.

Table 1 shows the prior approaches and parameters considered
in predicting bottomhole pressure from some selected published
literature.

The present work differs from the similar ones in the literature
by two main points: (1 unique heuristic optimization techniques
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Table 1
Highlights on parameters considered in predicting Bottomhole Pressure.
Author, Method Adopted Parameters Considered Remark
Year
Paasche A regularized and adaptive Moving Horizon Flow rate, pressure, and choke Simulations employing real data deliver good results provided the observer
et al. Estimation (MHE) parameter model is carefully tuned or selected parameters are estimated
(2011)
Li et al. The study applied a proposed estimation and Choke opening, bottomhole =~ With the estimated parameters used in the feedback path, the adaptive
(2012) adaptive control scheme to the nonlinear ODE flow rate controller achieved uniform performance bounds for system's input and output
model. signals.
Chen et al. Support vector machine (SVM) and random Production data The FBHP-SVM method has a good performance because it can be applicable for
(2017) samples selection all ranges of production data and conditions.
Spesivtsev Artificial neural network Wellbore flowing parameters Although average error increased, the model was capable of capturing the basic
etal. features of the noisy transient BHP behavior.
(2018)
Okoro Artificial intelligence - Extra Tree and Feed  well data, general The overall result shows that the proposed models can serve as a predictive tool
etal. Forward models information/data, depths, for managing and handling of bottom hole pressure while conducting
(2021) hole size, and depths underbalanced drilling. These models gave a significant prediction of the

possible spikes in actual bottom hole pressure which are often ignored in other
models proposed in literature.

were used in optimizing the algorithm model and (2) effect of
selected petrophysical properties were examined in the proposed
model.

2. Methodology
2.1. Data input

In this study, stream hours, average downhole temperature,
average tubing pressure differential, average annular pressure,
average choke size, average well head pressure, pressure differen-
tial in chokes, bore oil volume, bore gas volume and bore water
volume were used as the independent input variables for the pre-
diction of the average downhole pressure using a Feed Forward
Neural Network. Permeability and porosity were the selected pet-
rophysical properties in addition to the independent variables;
separately tested these two variables for their impact in predicting
the flowing bottomhole pressure. The neural network used in this
model is the multilayer perceptron neural network, whose node
has a one-directional flow of decisions that move sequentially from
input to output without going through loops or cycles. Depending
on their structures, neural networks can have different numbers of
hidden layers and nodes. Three heuristic optimization techniques
were used to optimize the model so as to achieve the desired
results.

2.2. Algorithm theory

2.2.1. Genetic algorithm (GA)

The algorithm reflects the process of natural selection, where
the fittest individuals are selected for reproduction to produce the
next generation of offspring. The genetic algorithm used for this
neuron optimization problem, produces a set of possible solutions/
architectural models thus, indicating the number of layers, the
nodes in each layer, and the learning rate. These structures then
recombine and mutate to reproduce new offsprings (structures), a
process that is repeated in different generations. Fitness values are
assigned to individual model structures based on training and
validation loss, at a specified number of data points (Nooraeni et al.,
2021). Aranking algorithm is used to determine the structure of the
population/model, selected as a parent, to produce the next gen-
eration of offsprings. It then uses a crossover process to exchange
information randomly between two models of structures with the
same level number. Mutation operations can change the value of a
randomly selected node, and the process is repeated until certain
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completion criteria are met (Amar et al., 2020).

2.2.2. Imperialist competitive algorithm (ICA)

The imperialist competition algorithm is a computational
method used to solve various optimization problems without using
functional scales in the optimization process. It is considered to be
the social equivalent of the genetic algorithm. The imperialist
competition algorithm simulates the competition process between
empires in human society. The algorithm starts with an initial set of
randomly generated possible architectural models called countries
(indicating the number of layer, the nodes in each layers, and the
learning rate). The cost of each country is calculated based on the
loss caused by the training and validation of a certain number of
data points in the architecture of each country. The country is then
divided into imperialists and colonies. The imperialists are the best
countries in terms of population and the colonies are the others left
(Dhegihan et al., 2021).

The colonies are randomly distributed to the imperialists. The
number of colonies that the imperialist receives is proportional to
its power. The power of each imperialist is calculated and
normalized according to its value. The empire consists of imperi-
alists and its respective colonies.

The next process, called assimilation, takes place in each group
of empires as the colony moves to imperialist positions and as-
sumes certain aspects of imperialism. Then, there is a process called
revolution in which specific colonies are randomly selected and
replaced with new randomly created countries. In the context of
assimilation and revolution, when the colonies are better than
imperialists, the colonies and the imperialists will exchange roles
(Moayedi et al., 2021). Then, in the next step, if all the empires try to
take colonies from other empires, a war between the empires will
take place.

First, the sum of each empire is calculated and normalized ac-
cording to the following formula: Where T. C, and N.T.C;, represent
the sum and normalized sum of the nth empire, respectively, and &
is a slightly positive number whose value defines the role of the
colonies in determining the total cost of the empire;

T.C., = Cost (imperialist,) + £ mean {Cost (colonies of empire,)} (1)
N.TCy = T.Co — max { TC, } (2)

The weakest colony in the weakest empire is then picked out.
Other empires try to succeed through competition. The success rate
of each empire is given by equation (3),
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N.T.C.n
SNmN.T.C.;

Py, =

n

(3)

Then, if the odds of success are different, the P vector defined in
equation (4) is the probability of success. The vector R is created
with the same size as P, which is a random number with evenly
distributed elements. The vector D is then created by subtracting R
from P. The empire with the largest corresponding index in D will
be the specified colony at the end.

PZ[Ppprprsv ""vaN,.mJ (4)

R:[r1,r2.,r3, . ~,rNimp]wherer,<~U(0, 1) and 1 <i < Ny

(5)

D=P—R=[D;.D,Ds, -+, Dy,,] (6)

= {Ppl 7r17PP2 7r27PP3 — T3, "'PPN‘ 7rNimp:|

imp

The algorithm terminates when only one empire remains or
when the specified maximum number of iterations is reached. ICA
was dedicated to the continuous optimization problems (Hosseini
and Al Khaled, 2014), but it is currently applied to many complex
discrete combinatorial optimization problems such as uncertainties
associated with hydrocarbon exploration and production opera-
tions. The direct and indirect relationship of some dominant vari-
ables in the subsurface during production can be attributed to
colonialism, known as neocolonialism. The decision-making pro-
cess is actualized in this application using scheduling theory which
allocates resources over a period to optimize a collection of tasks to
improve one or more objectives.

2.2.3. Whale optimization algorithm (WOA)

WOA is a swam-based algorithm that uses the bubble-net
hunting maneuver technique of humpback whales to solve com-
plex optimization problems. It has a simple structure, requires few
control parameters, has a fast convergence rate and balances be-
tween exploration and exploitation stages (Kalananda and
Komanapalli, 2021; Du et al, 2021). In the WOA, humpback
whale populations seek prey in a multidimensional search space.
The position of the humpback whale is expressed as several de-
terminants, but the distance between the humpback whale and the
bait corresponds to the objective cost. The time-dependent position
of a roll is measured by three operational procedures:

i. Shrinking encircling prey - Humpback whales can identify and
surround replacement sites (prey), but because they do not
know in advance where the best model architecture is, WOA
assumes that the current best possible architecture is the target
prey (Zeng et al., 2021). It then determines the best search agent
and updates its position next to the current best search agent.
The function is expressed by equations (7)—(10). Where X* is
the overall best position, X is the selected position, t is the last
iteration, a is a linear reduction from 2 to 0 in the iteration, and r
is a uniformly distributed random number in the range of [0, 1],

and A-D is the position vector.

D=[C- X" 1)-X (7)
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X(t+1)=X"(t)—A-D (8)
A=2d-T-d 9)
C=2-T (10)

ii. Bubble-net attacking method (exploitation phase) - To
formulate a humpback whale in the form of a bubble-net, a
mathematical spiral equation is applied between the whale
position and the prey of the humpback whale to simulate the
helix-shaped motion of the whale.

ii. Search for prey (exploration phase) — The global Optimizer is
used here, for instance, if A> 1 or A < —1, the search agent is
updated according to random specifications in place of the
optimal search agent.

The deep learning neural networks used in this research and
heuristic search engine optimization tools used in conducting this
investigation were created in Python using the Tensorflow library,
which provides state-of-the-art features such as computing tensor
and deep neural networks built on tape-based automatic differ-
entiation systems.

The training algorithm used in this method is the gradient
decent algorithm, which is an iterative first-order optimization
algorithm for finding the minimum value of a variable function. The
input variables used for training are: Well Depth, Average Down-
hole Pressure, Average Downhole Temperature, Average Tubing
pressure differential, Average Annulus Pressure, Average Choke
Size, Average Well-Head Pressure, Average Well-Head Tempera-
ture, Pressure Differential in Chokes, and Bore Oil Volume. The
variables were obtained from the Norwegian field (Volvo Field). In
the first case, the data sample was fed into the optimizers and the
optimal model in the form of “ON_STREAM_HRS, AVG_DOWNHO-
LE_TEMPERATURE, AVG_DP_TUBING, AVG_ANNULUS_PRESS,
AVG_CHOKE_SIZE_P, AVG_WHP_P, AVG_WHT_P, DP_CHOKE_SIZE,
BORE_OIL_VOL, BORE_GAS_VOL, BORE_WAT_VOL” which repre-
sent a single array containing eleven (11) independent variables
with [AVG_DOWNHOLE_PRESSURE] as the dependent output
variable.

In the second case study, [PORO_PERM] was added to the in-
dependent variables, making the system an array of thirteen (13)
independent variables fed to the optimizers and the optimal model
to produce separate results. The data input minimum and
maximum values of the input element parameters and their con-
fidence intervals, assigned to the three heuristic optimization
techniques are tabulated in Table 2. The minimum value in the data
set is the smallest mathematical value in the data set, while the
maximum value is the largest mathematical value in the data set.
The outlier is a value in the dataset that lies outside the given data
set. In statistical calculations, missing data and outliers for each
variable tested are usually removed. The computed confidence in-
terval shows the probable range of values that somewhat define the
confines of the true value lies. The 80%, 90%, and 95% regions show
the percentage of probability, or certainty, that the confidence in-
terval contains the true parameter value when random samples are
drawn many times. Table 2 shows that it is advisable to stay within/
stick to predictions within the 95% confidence level owing to the
wider consideration of data it provides.

The next most imperative step in this study's data analysis
process was to determine the correlation map of each input
parameter. Each square in Fig. 1 shows the correlation between the
variables on each axis, and the correlation ranges from —1 to +1.
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Table 2
Statistical analysis and data ranges for the input variables.
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AVG Downhole Stream AVG Downhole AVGDP AVG Annulus AVG AVG AVG DP Choke BORE OIL BORE GAS BORE
Pressure HRS Temperature Tubing Pressure Choke Size WHP P WHT P Size VOL VOL WAT VOL
Mean 174.73 2131 74.03 151.85 15.21 58.46 4380 7194 1627 1073.53 159014.18 1970.10
Std 113.25 6.97 47.11 78.90 8.16 37.56 2192 25.08 20.18 1248.77 178066.63 1730.85
Min 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 457.84
25% 0.00 24.00 0.00 49.95 11.46 18.59 31.38 68.01 3.22 204.17 31379.66 119.49
50% 230.51 2400 102.15 176.84 16.55 60.36 36.13 8230 7.54 624.80 97038.12  1980.00
75% 254.77 24.00 106.23 206.45 21.41 100.00 52,59 8856 21.58 1292.61 197499.79 3475.13
Max 397.59 25.00 107.51 345.91 30.02 100.00 137.31 93.51 124.12 5888.69 835981.33 8019.74
Confidence 173-176 21.2 73.3-74.7 151-153 15.1-15.3 57.9-59 435 71.6 16—16.6 1060 156,000 1940
Interval (80%) —214 —441 723 —-1090 —162,000 —2000
Confidence 173-177 21.2 73.1-749 150-153 15.1-154 57.7-59.2 434 71.5 159 1050 156,000 1940
Interval (90%) —214 —442 -724 -16.7 —1100 —162,000 —2000
Confidence 172-177 21.2 73-75.1 150—-154 15-154 57.6—59.3 433 714 15.8 1050 155,000 1930
Interval (95%) —-21.5 —443 725 -16.7 —1100 —163,000 —2010
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Fig. 1. Correlation map of input parameters.

Values closer to zero infer that no linear trend exists between
the two variables. The closer a value is to +1 implies that the cor-
relation is strongly related and more positively correlated; if one
increases, so does the other. A correlation closer to —1 is similar but,
implies that the parameters are inversely related; that is, as one of
the variables increases, the other decreases. Among the parameters
considered for this study, average downhole temperature/average
tubing pressure differential (0.9), average tubing pressure differ-
ential/average downhole temperature (0.9), and average well-head
pressure/pressure differential in chokes (0.9) have stronger re-
lationships and are also positively correlated than the rest of the
parameters. Although, the average choke size/bore water volume
(0.8), average choke size/average well-head temperature (0.8), and
on stream hours/average well-head temperature (0.7) also have a
positive relationship and are positively correlated.

Figs. 2 and 3 show the graphical representation of information
and correlate data in this study. These provide an accessible way to
see and understand trends, outliers and patterns in the data used.
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In the world of Big Data, data visualization is indispensable for
analyzing massive amounts of information to make data-driven
decisions. Figs. 2 and 3 show the graphical representation of the
most correlated variables from the correlation map analysis.

The probability density is the relationship between the obser-
vations and their probabilities which can be either high or low. The
general form of probability density is called probability distribu-
tion, and the probability calculation of outcomes for a particular
random variable is performed by the probability density function
(PDF). It is helpful to know the probability density function of a data
sample because, this will inform whether a particular observation is
unlikely or very unlikely to be considered an anomaly or outlier,
and if it should be removed. It also helps in choosing the right
training method that requires a specific probability distribution for
the distribution. It is unlikely that the probability density function
of random data is known. Therefore, probability density must be
estimated using a procedure called probability density estimation.
Fig. 4 shows the Kernel density estimation of the variables based on



E.E. Okoro, S.E. Sanni, T. Obomanu et al.

400

350

meweriernses

(PSI)

vAVG_DOWNHOLE_PRESSURE

180,818 BIENBIBE IS8 88 S SIS B & B8 &

0 ==
0

werwiee

- . ..

Petroleum Research 8 (2023) 118—129

s em w6 S eeser o 8 e e s

DP_CHOKE_SIZE(IN.)

Fig. 2. Choke size vs downhole pressure.

400.

350

e

(PSI)
w
8

N
a
(=]

N
(=3
o
. @@ eteeceeere ey
.

AVG_DOWNHOLE_PRESSURE

50

O+ oo =
0 5 10

sxee e

15 20 25

ON_STREAM_HRS(HRS.)

Fig. 3. Time on-stream vs downhole pressure.

the finite data samples. It is a useful non-parametric technique for
visualizing the underlying distribution of the variables, and this
approach was adopted to estimate the input data class-conditional
marginal densities. This approach is unique because, it does not
assume any underlying distribution for the variables analyzed.
Fig. 4 shows that the input variables have different values of
bandwidth. The kernel function evaluates the contribution of ob-
servations from a sample of data based on the relation or distance
to a specific query data for which probability value is required.

2.3. Data selection and pre-processing

A total of 15,633 data sets were collected from Volvo fields in
Norway. To check the validity of the collected data and identifica-
tion of outliers, empirical correlations, and mechanistic models
were used to predict the bottomhole flowing pressures and
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compared with the measured value. The approach by Jahanandish
et al. (2011) was adopted for data quality assurance and control.
Data sets which consistently resulted in poor predictions were
considered to be invalid and, therefore, removed. After such a
screening, 9161 data sets were used to develop the artificial neural
network model. These were randomly divided into three groups:
training, validation, and testing. Different partitioning ratios were
tested (2:1:1, 3:1:1, and 4:1:1), however, the 4:1:1 partitioning rule
yielded better training and testing results. The training set is used
to develop and adjust the weights in a network; and the validation
set is used to ensure the generalization of the developed network
during the training phase. The testing set is used to examine the
final performance of the network and compare the model perfor-
mance with field data. Test data do not affect training, so they
provide an independent measure of network performance during
and after training.
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Fig. 5 shows the workflow for applying the heuristic search
optimizer in developing the model and predicting the results.

3. Results and discussion

Two case scenarios were considered in this study. The first
scenario involved the prediction of flowing bottomhole pressure
using only eleven production independent variables. In compari-
son, the second scenario involved two additional variables, that is,
two selected petrophysical properties (porosity and permeability).
The two scenarios involve using three (3) heuristic search opti-
mizers to determine the best optimal model architecture. The op-
timizers were allowed to choose the optimal number of layers
(between 1 and 10), the optimal number of nodal points (between
10 and 100) for each layer and the optimal learning rate. Each
model is a feed forward neural network with its number of hidden
layers and fully connected nodal points determined by the heuristic
search optimizer. The model is compiled using the Adam optimizer
and Mean Squared Error loss function at an optimal learning rate
determined by the heuristic search optimizers. The fully connected
neural network structure was designed to accept the independent
input parameters and return the average downhole pressure.

After training and testing the models using specific parts of the
data set, the expected results were compared with the actual

Genetic
Algorithm

measurements taken from the field (Table 3). The logical network
topology/configuration describes how nodes and links are set up in
relation to each other (Ghimire and Mohan, 2017). The applied
layout of the topology was selected to increase performance and
effectively allocate resources across the network, so as to improve
data efficiency and energy. When predicting the flowing bottom-
hole pressure for the two scenarios with the heuristic methods,
multiple combinations of model parameters were considered, and
as a trade-off between algorithmic speed and result precision,
Table 2 shows the optimized logical network topology applied in
this study.

The amount by which weights are updated during training is
called “learning rate”. Specifically, the learning rate is a regulated
hyperparameter that is often used to train neural networks with
small positive values in the range 0.0—1.0. Learning rate determines
how quickly the model adapts to the problem. The slower the
learning rate, the more some learning, more time is required and
the less weight changes per update. On the other hand, the faster
the learning rate, the faster the changes and the lesser the time of
learning needed. If the training speed is too fast, the model will
converge to an optimal solution very quickly, and if the training
speed is too slow, the process may freeze (Scutari et al., 2019). From
the results (Table 3), it was observed that the models could learn
the problems well with the learning rates of 0.001 and 0.0001 for

Heuristic Search Imperialist i
Data Get Optimal ANN i X
. Optimizer — Competitive p‘ Train 'ANN s and —» | Compare Results
Gathering - Architecture Obtain Results
Selection Algorithm
Whale
Optimization
Algorithm

Fig. 5. Workflow of this study.
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Table 3
Accuracy of the four heuristic search optimizers as validated with field data.
Study Heuristic Search Optimizer Network Topology Learning Rate R? score MSE RMSE MAE Variance Score
Study 1 GA n-70-10-50-80-60-10-90-40-100-10 0.0001 0.9979 0.2973 0.3135 0.0328 0.9988
Study 1 ICA n-75-25-50-25-100-25-50-25-25-25 0.001 0.9985 0.1190 0.2265 0.0207 0.9987
Study 1 WOA n-10-10-20-20-10-10-20-10-10-40 0.001 0.9975 0.3003 0.3831 0.0334 0.9981
Study 2 GA n-10-20-10-10-10-10-10-20 0.001 0.9984 0.2315 0.2573 0.0207 0.9985
Study 2 ICA n-75-50-100-100-50-100-50 0.0001 0.9989 0.1347 0.1653 0.0191 0.9991
Study 2 WOA n-60-60-60-50-10-60-60-20-20 0.001 0.9927 0.9018 0.7799 0.0205 0.9931

both cases, although the process became successively slower as the
leaning rate decreased. With the chosen model configuration, the
results suggest that a moderate learning rate 0.0001 results in good
model performance on the trained and test data sets. The challenge
of deep learning neural network training is to choose the speed of
learning carefully and this is probably the most important param-
eter of the model (Malik and Yadav, 2021).

For scenarios 1 and 2, considering the coefficient of determi-
nation (R?), GA heuristic search optimizer predicted the flowing
bottomhole pressure (FBHP) with R? value range of 0.9979—0.9984,
ICA with R? range of 0.9985—0.9989, and WOA with R? value of
0.9975 to 0.9927 respectively. When the petrophysical properties
were considered for the second scenario, there was a slight incre-
ment in the coefficient of determination for the first two heuristic
search optimizers (GA and ICA). But, a decrease in the coefficient of
determination was observed for the WOA heuristic search opti-
mizer for the second scenario (Table 3). The mean square error
(MSE), root mean squared error (RMSE) and mean absolute error
(MAE) were used to estimate the difference between the predicted
value and the true field value. The result shows that out of the three
heuristic search optimizers used for the two scenarios, ICA had the
least MSE values (that is, 0.1190 and 0.1347), and this implies that it
is closest to the line of best fit for the two scenarios when compare
to those of GA (0.2973 and 0.2315) and WOA (0.3003 and 0.9018)
heuristic search optimizers respectively. Since MSE is a risk func-
tion corresponding to the expected value of the squared error loss,
it can be deduced that the ICA heuristic search optimizer has a
lower risk in predicting the FBHP when compared to GA and WOA
heuristic search optimizer.

The RMSE measures the error of the three heuristic search op-
timizers in predicting the FBHP field data. Table 3 shows that the
ICA RSMES next prediction of FBHP for the two scenarios will be
0.2265 and 0.1653, respectively. For GA, the model's next prediction
will be 0.3135 and 0.2573, the actual values for studies 1 and 2,
respectively, while that of WOA will be 0.3831 and 0.7799 for both
scenarios, respectively. The MAE result (Table 3) shows that the
expected errors from the ICA heuristic search optimizer are lower
(that is, 0.0207 and 0.0191) when compared with those of GA
(0.0328 and 0.0207) and WOA (0.0334 and 0.0205) heuristic search
optimizers for both scenarios respectively. The variance score was
estimated because the mean (error) is not equal to zero. Yet, the ICA
heuristic search optimizer gave the highest percentage of variance,
thus indicating the strongest strength of association for the two
scenarios. A comparison between these three heuristic search op-
timizers based on minimum MSE, RMSE, MAE and highest coeffi-
cient of determination (R%) between actual and predicted values,
shows that the ICA heuristic search optimizer predicted the flowing
bottomhole pressure most accurately compared to the GA and WOA
heuristic search optimizers for the continuous variables considered
in this study. Table 4 shows a comparative section for the opti-
mizers calculability and parameters utilized for this study.

Figs. 6—8 show the cross-plots between actual and predicted
flowing bottomhole pressures for the first scenario (without the
two selected petrophysical properties as input variables). The GA,
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ICA, and WOA heuristic search optimizers gave 0.9982, 0.9988 and
0.9984 coefficients of determination, respectively. Akinsete and
Adesiji (2019) also used the data set from Volvo field to predict
bottomhole pressure using an artificial neural network. Their co-
efficient of determination was also 0.99, but compared to the other
three intelligent models (support vector machines, decision tree,
and random forest), only random forest gave a 0.99 coefficient of
determination for the predicted bottomhole pressure. Ahmadi and
Chen (2019) also used machine learning models to predict bot-
tomhole pressure, and out of the five machine learning methods
investigated in their study, only the hybrid meta-heuristic optimi-
zation method gave a 0.99 coefficient of determination.

Porosity and permeability are among the factors that indirectly
affect the flowing bottomhole pressure of a reservoir. Most of the
predictions of bottomhole pressure in the literature using the
artificial neural network approach did not consider petrophysical
properties as independent variables while predicting the flowing
bottomhole pressure (Okoro et al., 2021). Wang et al. (2018) high-
light permeability dependence on stresses and that permeability is
pore pressure dependent. Espinoza et al. (2014) also noted that,
instead of the variation of horizontal effective stress with perme-
ability, the direct/indirect influence of petrophysical properties in
predicting BHP need be established. Figs. 9 -11 show the cross-plots
for the actual and predicted flowing bottomhole pressure for the
second scenario (selected petrophysical properties were added as
input variables). The predicted BHP using the selected petrophys-
ical properties (porosity and permeability) showed slight accuracy
improvement when compared with the first scenario's values.

4. Conclusions

For optimum hydrocarbon field production optimization, accu-
rate prediction of well flowing bottom-hole pressure is necessary
for reduction in cost per barrel, and quantification of remedial
workover operations. Mechanistic models and empirical correla-
tions are practically limited by their specific assumptions. Thus,
they have failed to provide a satisfactory and reliable tool for esti-
mating or predicting bottomhole pressure. In addition, by this
study, it can be asserted that:

(1) Porosity and permeability are factors that indirectly affect
the flowing bottomhole pressure. In current literature, most
of the predictions of bottomhole pressure via the artificial
neural network, did not consider petrophysical properties as
one/more independent variables while predicting the flow-
ing bottomhole pressure of a well.

(2) This study adequately justifies the effect of porosity and
permeability in predicting flowing well bottomhole pressure.

(3) The result shows that out of the three heuristic search opti-
mizers used for the two scenarios, ICA had the least MSE
values (0.1190 and 0.1347), and this implies that it is closest
to the line of best fit for the two scenarios when compared to
the values obtained for the GA (0.2973 and 0.2315) and WOA
(0.3003 and 0.9018) heuristic search optimizers respectively.
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Table 4
CPU and Parameters used by the optimizing algorithms.
Optimizing Algorithms Control Parameters Average computational
time (s)
Genetic Algorithm Population size, number of parents, mutation rate, number of generations. 884
Imperialist Competitive Initial number of countries, initial number of empires, assimilation rate, revolution rate, alpha rate, revolution 485
Algorithm probability.
Whale Optimization Number of generations, a, b 478
Algorithm

400

350

300

= o ~
u =} I
=} © =3

Predicted Bottom Hole Pressure (Psi)
=
o
o

50

0 50 100 150 200 250 300 350 400

-50
Actual Bottom Hole Pressure (Psi)

Fig. 6. Actual and predicted BHPs using GA optimal model for first scenario.

350 R? =0.9992 %

— o N w
17 =} a S
=] S =] =]

=
o
S

Predicted Bottom Hole Pressure (Psi)

50

0 50 100 150 200 250 300 350 400

Actual Bottom Hole Pressure (Psi)

Fig. 7. Actual and predicted BHPs using ICA optimal model for first scenario.

(4) Since MSE is a risk function corresponding to the expected optimizer predicted the flowing bottomhole pressure most
value of the squared error loss, it can be deduced that the accurately when compared to GA and WOA heuristic search
application of ICA heuristic search optimizer has a lower risk optimizers for the continuous variables considered in this
in predicting the FBHP when compared to GA and WOA study.
heuristic search optimizers. (6) Based on the findings, the predicted BHP was influenced by

(5) A comparison among these three heuristic search optimizers the selected petrophysical properties (porosity and perme-
shows that the minimum MSE, RMSE, MAE and the highest ability) owing to the slight improvement in accuracy ob-
coefficient of determination (R?) between the actual and tained for case scenario 2 relative to 1 for the test data.

predicted values, shows that the ICA heuristic search
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