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Abstract 
The relationship between a variable (the response variable) and the scores of several other variables 
(the independent variables) may be described using multiple linear regression analysis. This study 
compares the L2 (ridge) shrinkage method and least squares shrinkage method when multicollinearity 
is present in a dataset across various sample sizes. For different sample 
sizes (𝑛=25,𝑛=50,𝑛=200, and 𝑛=1000), this process was repeated. The relationship between larger 
sample sizes and covariance was not linear in the simulated data. The results demonstrated that L2 
regression is best and generates parsimonious models in the presence of multicollinearity; the higher 
the degree of multicollinearity, the smaller the shrinkage parameter. The L2 regularization technique 
also helps to reduce standard errors of regression coefficients and the prediction error of the 
generated model. This implies that for every change in the dataset values, there is always an optimal 
value of the shrinkage parameter  that minimizes multicollinearity and produces more stable and 
reliable regression models. In moderation studies where we would like to keep all of the predictor 
variables, L2 regularization would be the best alternative. Increasing sample size gives stable results 
after estimation as it helps to reduce the standard errors of the regression coefficients of the predictor 
variables. It is also the best method to use for greatly inflated standard errors of OLS regression 
coefficients. OLS works best for independent samples, but correlated covariates should be handled 
with modern regression methods (L2). 
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