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ABSTRACT 

 

A substantial number of asthma development prediction models in children, such as 

conventional methods involving risk factors, logistic regression, the hybrid of statistical 

methods, and machine learning based approaches, exist. The problem associated with 

conventional methods of asthma prediction in children is low predictive accuracy of the 

model. However, using centralised machine learning approaches in healthcare requires 

training the learning models on large datasets. Besides cost, data privacy and security 

represent the main problems with centralised machine learning. The objective of this study 

is to develop a Map Reduce Security for asthma prediction in children using a federated 

XGBoost as a response to the aforementioned limitations associated with the existing 

asthma prediction model for children. This study leveraged two diverse datasets: the 

Nigerian Hospital Asthma dataset and the National Survey of Children's Health dataset for 

benchmarking purposes. After preprocessing the dataset, the symmetrical uncertainty and 

normalization interaction gain, as well as the undersampling approach, were employed for 

feature selection and dataset balancing. The system was trained, and tested using Federated 

Artificial Intelligence (AI) Technology Enabler (FATE) and extended to XGBoost model 

with one central server for federated algorithm averaging. The map reduce security measure 

was employed for the input data during training to avoid data leakage. The study was 

implemented with the Python programming language on Google Collaboratory (Collab) 

environment. The results of the analysis showed considerable high accuracy of 0.98, 

precision (0.98%), recall (0.98%), and F1-score (0.99%) for the asthmatic class and 

precision of 0.98%, as well as F1-score of 0.99% for the non-asthmatic class. The 

implemented model was benchmarked with the existing study on asthma prediction model 

in children using the same NSCH dataset of 23 features and 50212 samples. This study 

achieved a prediction accuracy of 93.8%, outperforming the existing models. The simulated 

attack on the implemented model results show that the model correctly identified whether 

a data point was used in the training process with predictive accuracy of 97.94%, 

membership inference attack, and data loss of 0.014%, respectively. In conclusion, the 

study finds that the model developed by the researchers performed better in predicting 

childhood asthma than some of the state-of-the-art machine learning algorithms. 
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