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ABSTRACT 

This study delves into the utilization of Machine Learning (ML) techniques for predicting health 
insurance cross-selling behavior in South African consumers. The main goal is to create a robust 
ML model that assists health insurance companies in pinpointing potential customers with higher 
probabilities of purchasing additional health insurance products. Employing quantitative 
methodology, the study extracted consumer data and applied various ML algorithms such as 
random forest, K-nearest neighbors, XGBoost classifier, and logistic regression using Python. 
Tailored feature engineering techniques were employed to enhance predictive accuracy. 
Analyzing 1,000,000 customer records with 16 features, Random Forest emerged as the top-
performing model, achieving an accuracy score of 0.99 and F1 score of 1.00. The study reveals 
that customers aged 25–70, with prior insurance and longer service history, are more inclined to 
purchase additional health insurance products. These findings provide actionable insights for 
refining marketing strategies, boosting customer acquisition, and increasing revenue. 
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Introduction 

The intersection of data analytics and the insurance industry has paved way for innovative 
approaches to customer relationship management and revenue generation. One particularly 
intriguing avenue is the exploration of cross-selling opportunities within the health insurance 
industry.Citation1 Health insurance cross-selling is the practice of insurance companies offering 
health insurance products to existing consumers (policyholders) in addition to the other products 
that they are currently being covered, which is a critical component of the broader insurance 



sector that plays a pivotal role in the business growth and profitability of insurance companies 
and in safeguarding individuals and families against the financial burdens associated with 
medical expenses. With the evolving landscape of healthcare and insurance, providers are 
increasingly recognizing the importance of enhancing customer engagement and expanding their 
product offerings beyond traditional coverage.Citation2 

Healthcare is a basic human right and important to the society and the economy. It consists of all 
sectors (including insurance), providing services that promote the safety and well-being of the 
society. The health insurance industry is incredibly significant by ensuring affordable and 
accessible healthcare for people. It offers financial protection, promotes preventive care, enables 
risk pooling, and expands access to healthcare services, thus enhancing health outcomes and 
overall well-being. However, the healthcare sector faces various challenges such as pandemic, 
health disparity, infectious disease, etc. and it is continuously impacted by technology, thus 
necessitating data scientists to continuously monitor and respond toward a resilient system. 

By harnessing the power of data analytics, insurers can gain valuable insights into customer 
behavior, preferences, and risk profiles.Citation3 The utilization of health insurance customer 
datasets in this context represents a paradigm shift in how insurance companies approach their 
business strategies. This research specifically focuses on understanding the potential for cross-
selling within the health insurance domain by examining existing customer data to identify 
customers who are more likely to purchase additional insurance products to help insurers 
optimize their marketing strategies and increase business revenue. In South African insurance 
companies where the insurance market is highly competitive, accurate prediction of health 
insurance cross-selling becomes imperative for insurers to stay competitively ahead.Citation4 

Historically, cross-selling has been dependent on manual procedures and subjective decision-
making.Citation5 Nevertheless, the advent of machine learning and predictive analytics provides 
insurers with the chance to employ data-driven methods for more efficient identification of 
potential cross-selling opportunities.Citation6 Applying machine learning algorithms enables 
insurance companies to analyze large volumes of health insurance customer datasets and uncover 
patterns and insights that may not be covered through traditional methods.Citation7 

The need for this current study is triggered by the dynamic business environment currently 
driven by the Fourth Industrial Revolution (4IR), which compel organizations to embrace 
emerging technologies like big data, AI, ML, IoT, edge, and cloud computing in order to stay 
competitive and drive innovation.Citation8 These advancements promise operational efficiencies 
while redefining customer expectations and market dynamics. This necessitates investigating 
how these technologies particular machine learning can be applied in the insurance sector, 
including the health insurance category, as it faces unique challenges in adapting to these 
technological shifts, particularly in cross-selling.Citation9 Unlike other financial institutions such as 
banks where transactional engagement is straightforward, insurance companies often encounter 
customer reluctance when promoting additional health insurance products, thus hindering efforts 
to expand market share and improve profitability.Citation10 Devising means to overcome this using 
ML approach is considered germane and innovative. 

The aim of this research is to develop a health insurance cross-selling predictive model using 
machine learning algorithms to identify South African consumers who are more likely to 



purchase additional health insurance products. Thus, the following research questions are 
targeted in order to achieve the research aim. These include: (i) How can machine learning 
approach be utilized for building a predictive model for health insurance cross-selling? (ii) What 
marketing insights can be developed by insurance companies from the results of the health 
insurance cross-selling predictive model? 

Through the examination of diverse consumer characteristics, including demographics, 
purchasing history, and socio-economic factors, such a predictive model seek to discern patterns 
and indicators that play a role in predicting health insurance cross-selling 
opportunities.Citation11 The ultimate goal is to assist health insurance companies in planning 
targeted marketing campaigns and personalized offers to maximize health insurance cross-selling 
success and profitability. This study builds upon existing research in the field of cross-selling 
prediction. While previous studies have explored cross-selling in various domains such as 
banking, there is a limited body of research specifically focused on health insurance cross-selling 
prediction of South African consumers using machine learning models.Citation12 The contributions 
of this current study address the research gap of a limited body of research specifically focused 
on health insurance cross-selling prediction of South African consumers using machine learning 
models; provide valuable marketing insights from health insurance cross-selling prediction; 
utilizing four varied algorithms and; overcoming the data barrier problem including dataset size, 
quality, accuracy, and access by utilizing a potent data source with 1 million records, such that 
the results obtained are credible and tailored toward generalization. 

The significance of this study lies in its potential to explore an approach to cross-selling health 
insurance products through data analytics and machine learning while addressing two research 
questions. It examines how machine learning approach can be applied to build a predictive 
model for healthcare insurance cross-selling and, discover the demographic and behavioral 
factors that have the greatest influence on health insurance customers’ likelihood to engage in 
cross-selling purchases using the specified dataset. It also states that marketing insights can be 
developed from the best results obtained thus strengthening the marketing strategies of health 
insurance companies in South African consumers. 

By accurately predicting health insurance cross-selling, insurers can identify their potential 
customers more efficiently, improve customer acquisition and retention rates, and increase 
business revenue. Additionally, the findings of this study can help insurers to better understand 
the features influencing cross-selling among South African health insurance consumers toward 
developing suitable products and services for their target markets. 

Literature review 

AI and ML applications in the insurance sector highlight significant strides in enhancing 
operational efficiencies and customer engagement.Citation1,Citation3 Despite advancements in predictive 
analytics in insurance and an evolving AI and ML with traditional business strategies to refine 
customer segmentation and personalized marketing,Citation6,Citation7 few studies have addressed the 
unique market dynamics and consumer behaviors prevalent in South African 
consumers,Citation4 thus necessitating focused research.Citation5 Understanding and addressing these 



dynamics could provide insurers with actionable insights to improve cross-selling effectiveness 
and customer satisfaction. 

The application of machine learning techniques to predict cross-selling of health insurance 
products is hereby reviewed to include the concept of cross-selling prediction, analysis of 
consumer behavior in the health insurance sector, and exploring the utilization of machine 
learning techniques within the health insurance category. 

Cross-selling prediction 

Cross-selling prediction refers to the process of using data analysis and machine learning 
algorithms to forecast or estimate the likelihood of a customer purchasing additional products or 
services from a company.Citation13 The cross-selling prediction model aims to identify existing 
health insurance consumers who are more likely to purchase additional insurance products. By 
leveraging historical health insurance consumer data, such as demographic information, past 
purchasing behavior, and interactions with the company, machine learning models can be trained 
to recognize patterns and make predictions about potential cross-selling 
opportunities.Citation14 These predictions can significantly help insurance companies design their 
marketing strategies and offerings to target existing consumers who are more inclined to 
purchase additional health insurance products. 

The cross-selling prediction process typically involves several steps, including data collection 
and pre-processing, feature engineering, model training, and evaluation.Citation15,Citation16 Machine 
learning techniques such as classification algorithms, regression models, and ensemble methods 
are commonly employed to build predictive models that can identify potential cross-selling 
opportunities accurately.Citation10 By accurately predicting cross-selling opportunities, insurance 
companies can improve customer satisfaction, increase revenue, and improve overall business 
performance.Citation17 Additionally, customers may benefit from personalized recommendations and 
offers that align with their specific insurance needs and preferences. 

South African health insurance consumer behavior analysis 

Healthcare is a fundamental human right, essential to the society and the economy, with 
healthcare insurance instrumental in providing medical financial protection toward ensuring 
accessible and affordable healthcare for the populace for better health outcomes and improved 
productivity. 

Analyzing consumer behavior in the South African health insurance market involves studying 
the patterns, preferences, and decision-making processes of individuals regarding purchasing and 
utilizing health insurance products.Citation18 Understanding consumer behavior is crucial for 
insurance companies to effectively market their offerings, tailor products to meet customers’ 
needs, and improve customer satisfaction.Citation19 By conducting a comprehensive analysis of 
some factors including demographics, purchasing behavior, product preferences, utilization 
patterns, affordability, and accessibility, insurance companies can gain a deeper understanding of 
the South African consumers’ behaviors and preferences. Thus, enabling them to develop 



targeted marketing strategies, improve product offerings, and enhance customer satisfaction in 
the health insurance market.Citation20 

Customer churn in health insurance 

When conducting a consumer behavior analysis in the South African health insurance market, it 
is important to include an examination of customer churn, which refers to the rate at which 
customers discontinue their health insurance policies.Citation21,Citation22 Analyzing and understanding 
this provides valuable insights into the factors that contribute to customer attrition and allows 
insurance companies to implement strategies to improve customer retention.Citation21,Citation23 

Customer churn prediction is an ever-growing field of study globally including South 
Africa.Citation24 Hence, marketing and actively managing customer churn is now more critical and 
costly due to high competition and the aftermath of COVID-19 pandemic which has influenced 
many customers to churn or switch between companies.Citation25,Citation26 Conducting study on 
customer churn prediction can support insurance companies in segregating their customers. 
Companies will be able to reprioritize their business strategies and customer service support to 
target customers appropriately by giving some incentives to retain them and focusing on cross-
selling additional products to increase business revenue.Citation26 

Machine learning and artificial intelligence 

Machine learning is a sub-domain of artificial intelligence (AI) that involves the use of 
algorithms and statistical models that enable computer systems to learn from data, make 
predictions or decisions, and improve their performance on a specific task based on the dataset 
utilized.Citation6,Citation27 It involves training computer systems to learn from data, rather than relying 
on explicit instructions or rules. In health insurance cross-selling prediction, it is used to develop 
models that analyze health insurance data on consumer demographics, past purchase behaviors, 
and other factors to predict cross-selling of additional health insurance products to policyholders. 
Machine learning can also be used in language translation, sentiment analysis, voice recognition, 
chatbots, etc., using the natural language processing (NLP) techniqueCitation28 as well as in fraud 
detection task by analyzing transaction data and detecting suspected fraudulent activities.Citation29 

The three types of machine learningCitation30 are hereby described. 

Supervised learning model 

In supervised learning, the model is trained on a labeled dataset, where each input is associated 
with a corresponding output.Citation31 The goal is to learn a mapping between the input and output 
so that the model will make accurate predictions on new (unseen) data. An example is medical 
diagnosis where extracted patient dataset is labeled with patients’ corresponding diagnoses to 
train and build a supervised learning model to predict the diagnosis of new patients based on 
their symptoms and medical history. 

Unsupervised learning model 



In unsupervised learning, the model is trained on an unlabeled dataset, where there is no 
corresponding output for each input. The goal is to learn patterns or structures in the data, 
through techniques such as clustering or dimensionality reduction.Citation32 In clustering technique, 
similar customer data points are grouped together based on their characteristics. For instance, 
using a customer dataset with purchase history to identify other groups of customers with similar 
purchasing patterns using the K-means algorithm.Citation32 

Reinforcement learning model 

In reinforcement learning, the model learns to make decisions based on feedback from the 
environment. The goal is to maximize a reward signal, such as a score or a profit, by taking 
actions that lead to positive outcomes.Citation33 Reinforcement learning applications include 
robotics and automation, gaming and entertainment, finance and trading, and in autonomous 
vehicles whereby the model is trained to make decisions in self-driving cars to detect when to 
change lane, accelerate or brake, and navigate intersections.Citation34 

Application of machine learning in health insurance cross-selling 
predictions 

Machine learning is being used to develop a predictive cross-selling model by analyzing existing 
health insurance consumer data to determine the likelihood of consumers purchasing additional 
health insurance products.Citation34 It is used in consumer segmentation based on characteristics, 
such as age, gender, income, location, and previous purchase behavior to identify consumers 
who are most likely to be interested in cross-selling.Citation34,Citation35 

This study utilizes a supervised learning approach to analyze existing health insurance consumer 
data for cross-selling predictions.Citation36 The health insurance historical customer data will be 
labeled with information on whether the existing customer will be interested to purchase an 
additional insurance product or not, thus providing a target variable for the algorithm to predict. 
By analyzing historical data with machine learning algorithms, insurance companies can identify 
patterns in customer behavior and make data-driven decisions on how to target cross-selling 
efforts for increasing business revenue and improving customer retention.Citation37 

The use of supervised learning in health insurance cross-selling prediction involves mapping 
between a set of input variables and an output variable, using health insurance data to train a 
model to accurately predict and provide an indication of whether a customer will likely buy an 
additional insurance product or not. In order to achieve this, the health insurance customer 
dataset will be divided into a training set and a test (validation) set.Citation38 The training set is used 
to train the model, while the test set is used to evaluate the performance of the model. 

In supervised learning, a model predicts a continuous value, such as a house price, based on its 
features like location, size, number of bedrooms, and bathrooms. For instance, a random forest 
model can be trained on relevant dataset to predict new (unseen) house’ prices. It will output 
both the predicted house value and the true sale prices from the training data.Citation33 

Machine learning life cycle for cross-selling prediction 



This current study systematically applies the comprehensive machine learning life 
cycle,Citation33 which consists of eight distinct stages as shown in Figure 1, to a health insurance 
dataset for the purpose of cross-selling prediction. This approach ensures a thorough and 
structured analysis of the data to enhance the accuracy and effectiveness of the prediction model. 
These steps are briefly discussed in subsequent relevant sections 

Figure 1. Eight stages of machine learning lifecycleCitation33. 
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Dataset and methodology 

The health insurance dataset utilized in this study is a compilation of 1,000,000 customer records 
obtained from a large insurance company database in South Africa. We utilized SQL queries to 
extract health insurance customers’ records from various tables within the expansive database. 

Quantitative technique 

Quantitative research utilizes deductive logic aimed at identifying patterns for instance in human 
lives by separating the social world into empirical components called variables which can be 
represented numerically.Citation39 For this study, the health insurance dataset was extracted from a 
large insurance company database in South Africa, focusing on customer behavior which can be 
quantified and patterned to extract meanings and insights. 

Thus, this research used quantitative technique to focus on the collection of raw data and 
interpretation of numeric data where each health insurance dataset has a numerical value 
associated with it and its quantified information can be used for calculating statistical analysis so 



that decisions can be made after identifying if the existing health insurance customer will be 
interested in purchasing additional health insurance products.Citation40 

Health insurance dataset acquisition 

Data acquisition is the second stage of the machine learning life cycle.Citation33 A health insurance 
customer dataset typically contains a collection of individual customers’ records. The structure 
of the extracted dataset is as shown in Table 1. 

Table 1. Health insurance cross-selling dataset variables, data types, and 

definitions. 
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Data collection in the context of the health insurance company in this study involves the 
compilation of related information concerning policyholders and insured members to construct a 
comprehensive dataset. The data primarily originates from a large insurance company database 
in South Africa, encompassing details relating to insurance policies, members, claims, and other 
relevant variables. The method employed for data collection entails using an SQL query to 
extract health insurance customer records from diverse database tables. A total of 1,000,000 
records were harvested and compiled into a single table in the staging database. To protect 
privacy and comply with regulations including the Protection of Personal Information Act 
(POPIA) 2013, the dataset underwent anonymization, thus ensuring the security and 
confidentiality of customer information. This comprehensive dataset with 1,000,000 records and 
16 feature variables provides valuable insights into diverse customers and their respective health 
insurance policies. 

Thereafter, the extracted dataset was imported using the Python Pandas library in Jupiter Lab so 
that it can be trained using the random forest, k-nearest neighbors, XGBoost classifier, and 
logistic regression algorithms considered in this study. To further ensure data accuracy, 
completeness, integrity, and validity before proceeding to process the data, we verified the 
extracted dataset by comparing it with the source of truth and found correctness. The extracted 
dataset was viewed to ensure that the fields and features were imported successfully. A sample of 
the top 10 records is shown in Table 2. 

Table 2. A sample of the raw health insurance dataset. 
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Table 3 indicates the dimensions or structure of the dataset, representing the number of rows 
(instances) and columns (feature variables) it contains. In the Table, the validation dataset 
consists of 15 variables due to the independent variable that is changed or controlled in order to 
assess the effects it will have on the dependent variable. The independent variable takes all 16 
columns and removes the last column “Response” which is a target variable that indicates 1 for 
consumers who perceive to be interested and 0 for consumers who perceive not to be interested 
in health insurance cross-selling. 



Table 3. Dimensions of the health insurance training and validation dataset. 
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Data pre-processing 

Data pre-processing and preparation which is the third stage in the machine learning life 
cycleCitation33 is a crucial stage in the data analysis and machine learning pipeline, involving the 
cleaning, transformation, and preparation of the raw data for subsequent analysis. Python code 
was employed to clean the extracted data and eliminate duplicates, correct inaccuracies, 
normalize the data, and address data entry errors for an enhanced feature engineering. 
Techniques such as imputation and removal of rows/columns with missing values were applied 
to handle missing data. The pre-processed dataset represents a curated subset, carefully refined to 
enhance its suitability for machine learning task in order to ensure optimal model training. It 
serves as a refined and standardized input for machine learning algorithms, facilitating more 
accurate and effective model development. 

Following data pre-processing, some specific health insurance dataset records were eliminated, 
resulting in a modified dataset shape with 713,538 instances and 16 feature variables each as 
indicated in Table 4. The pre-processed dataset was viewed before splitting into training and 
testing subsets to assess the model’s performance accurately during the training and testing tasks. 
A sample of the top 10 records is shown in Table 5. 

Table 4. Dimension of the pre-processed health insurance dataset. 
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Table 5. A sample of the pre-processed health insurance dataset. 
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Exploratory data analysis (EDA) 

In the exploratory data analysis process, as the fourth stage of the machine learning life 
cycle,Citation33 a component of data pre-processing was executed to underscore the significance of 
delving into and comprehending the extracted dataset. The EDA in this study encompassed 
evaluating aspects such as the dataset size and variable data types. Additionally, descriptive 
analysis, distribution assessments, correlation examinations, and the creation of data 
visualizations were conducted. EDA proves to be pivotal in data analysis task by providing a 
means to explore and summarize the fundamental characteristics of the dataset. This process aids 
in gaining insights, understanding underlying patterns, identifying trends, and uncovering 
potential issues within the dataset. 

Variables correlation in the dataset 



Correlation refers to the statistical connection between variables, quantifying both the strength 
and direction of their linear association. Its computation involves comparing the variations in the 
data points of two variables, and the resulting coefficient ranges from −1 to 1. A coefficient of 1 
signifies a perfect positive correlation, while −1 indicates a perfect negative correlation, implying 
that as one variable increases, the other decreases proportionally. A correlation coefficient of 0 
denotes no linear correlation between the variables, suggesting that changes in one variable do 
not predict changes in the other. This scale provides a clear and concise way to interpret the 
strength and direction of relationships of variables within the health insurance dataset. 

The Pearson correlation coefficient between two variables, X and Y, is calculated thus: 

𝑟=∑𝑛𝑖=1(𝑋𝑖−¯𝑋) (𝑌𝑖−¯𝑌)√∑𝑛𝑖=1(𝑋𝑖−¯𝑋)2 ∑𝑛𝑖=1(𝑌𝑖−¯𝑌)2(1) 

where Xi and Yi are the individual data points; ¯𝑋 and ¯𝑌 are the means of variables X and Y, 
respectively; and n is the number of data points. 

As presented in Figure 2, the correlation analysis of the feature variables for health insurance 
cross-selling prediction for some selected features which are age, monthly premium, and gender 
include: 

Figure 2. Pearson correlation of the feature variables. 
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Age (−0.054): The negative correlation coefficient indicates that as the age of the consumer 
increases, the likelihood of purchasing cross-selling insurance product decreases. This suggests 



that younger individuals may be more inclined to buy additional insurance products compared to 
older individuals. 

Monthly Premium (+0.0026): The positive correlation coefficient suggests that as the monthly 
premium paid by the customer increases, the likelihood of purchasing cross-selling insurance 
product also increases. This implies that consumers who are already paying premiums for their 
current policy may be more open to purchasing and willing to pay for additional products. 

Gender (+0.0013): The positive correlation coefficient suggests that gender has a slight influence 
on the likelihood of purchasing the cross-selling insurance product. 

Visualization of the health insurance data patterns 

In this study, data visualization employs graphical elements such as charts and graphs to 
represent information and help present the features influencing the target variable in the health 
insurance dataset, thus facilitating data exploration, pattern identification, data characteristic 
analysis, outlier detection, and effective communication of findings. 

Figure 3 depicts the vintage response, indicating the duration of customer association with the 
insurance company in terms of years. The vintage represents the number of years consumers use 
company services from 1 to 30 years versus the number of consumers in the count. 

Figure 3. Customer long service response (vintage). 
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Figure 4 however showcases the age versus frequency of likelihood curve. After analyzing the 
health insurance consumer data based on consumers who are previously insured, analyses 
indicated that consumers aged 25 to 70 exhibit a higher likelihood of expressing interest in 
purchasing additional health insurance products compared to customers younger than 25 or older 
than 70 years old. 

Figure 4. Plot of age and frequency of consumer cross-selling purchase likelihood. 
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Figure 5 illustrates gender counts, categorized as other (0), male (1), and female (2), depicted in 
both a bar graph and a pie chart with percentage distribution. This representation unveils a 
dataset bias toward male records though the margin is not significant. 

Figure 5. Gender distribution of the health insurance dataset. 
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Employed machine learning algorithms for model training and 
evaluation 

The next step in the machine learning life cycle process as proposed byCitation33 and applied in this 
current study is model selection. In our health insurance cross-selling prediction task, the random 
forest, k-nearest neighbor, logistic regression, and XGBoost classifier machine-learning 
algorithms were selected, trained, and their performances compared in order to determine and 



select the best and most accurate algorithm among them for the purpose of predicting cross-
selling opportunities in health insurance consumers/policyholders in South Africa. These 
classifiers were chosen because of their popularity in the machine learning domain after 
considering the type and size of the health insurance consumer dataset, the algorithms’ 
performance potentials including speed and accuracy, the prediction problem at hand, as well as 
the complexities of the various classifiers. 

Random forest algorithm 

Random forest algorithm was applied in health insurance cross-selling prediction using the 
insurance dataset on an ensemble of decision trees.Citation40 This algorithm works by randomly 
selecting a subset of the features (variables) from the insurance dataset for each decision tree and 
splitting the dataset based on the selected features. The result is a collection of decision trees that 
make independent predictions, which are combined to form the final prediction of whether a 
customer will accept a cross-selling offer or not. The random forest has been successfully used to 
predict credit card application approval based on customer’s existing dataset using features such 
as income, age, credit score, and employment status.Citation41 

K-nearest neighbors algorithm 

The K-NN model involve training data set by assigning each datapoint to the class of its k-
nearest neighbors.Citation16 The value of k was selected through cross-validation to predict the 
possibility of cross-selling additional insurance products to an existing customer. For example, 
suppose there is a dataset of customer purchase history in a retail store, along with their 
corresponding feature variables, such as gender, age, and purchase history, K-NN has been used 
to predict whether consumers will be interested in making a purchase based on these features by 
analyzing their historical dataset.Citation16,Citation42 

XGBoost classifier 

XGBoost is another powerful machine learning algorithm, that we employed for health insurance 
cross-selling prediction using a collective of decision trees. This model was built iteratively, with 
each new tree attempting to correct the mistakes of the previous tree. The hyperparameters of the 
model, including the learning rate, maximum depth of the tree, and the number of trees, were 
tuned using common machine learning techniques. XGBoost has been used for automotive 
insurance claim prediction problem using insurance consumer’s historical data.Citation43 It has also 
been used for building machine learning models as recommendation systems by training 
insurance datasets to identify customer purchasing patterns and recommend them for insurance 
cross-selling of additional products.Citation44 

Logistic regression algorithm 

Logistic regression technique was applied in this study for health insurance cross-selling 
prediction using the insurance customer dataset cross-selling outcome and the dependent variable 
including age, gender, previous insured, monthly income, and vintage to predict the health 
insurance customer likelihood of accepting the cross-selling offer,Citation45 and consequently 



making a purchase. The logistic regression technique calculates the probability of an existing 
customer accepting the purchase offer and purchasing a health insurance product, by using a 
sigmoid function where the result is either 0 or 1, with 0 indicating the customer is not interested 
and 1 means interested.Citation45,Citation46 

After evaluating the performance of the models, the best and most accurate model was selected 
and applied to the health insurance cross-selling prediction. The most used prediction model is 
logistic regressionCitation47 and was also considered in this study. The logistic regression model was 
applied to train the health insurance customer historical data that includes features such as 
consumer demographics, previous purchase history, and policy information that may impact the 
consumer’s decision to purchase an additional health insurance product. 

Model training and evaluation 

Training a machine learning model is the sixth stage of the machine learning life cycle as 
suggested byCitation33 and adopted in this current study. It is a procedure that entails guiding 
algorithms to recognize patterns and make predictions using input data.Citation48 Training each 
model involving the random forest, k-nearest neighbor, logistic regression, and XGBoost 
algorithms was done by feeding as input, customers’ health insurance historical data consisting 
of 713, 538 records/instances each with 16 feature variable size which includes gender, age, 
region code, race code, previously insured, initial sum insured, current sum insured, monthly 
income, monthly premium, annual premium, vintage, insurance type, policy status key, product 
type, insurance condition, and response as target variable that will indicate the expected output as 
1 for consumers who perceive and 0 not perceive to purchase health insurance additional 
products. 

The health insurance cross-selling dataset for training was split into 80% training set and 20% 
testing set. Subsequently, for the model evaluation stage, as suggested by Hong et al.. (2020), 
some evaluation metrics were employed to gauge the effectiveness of the machine learning 
model by, assessing its capacity to apply knowledge to new/unseen data. The choice of 
evaluation metrics is contingent upon the task at hand and the characteristics of the problem 
being tackled. To enable us to assess the performance and quantify the effectiveness of the 
machine learning models developed in this current study, we utilized the accuracy precision, 
recall, and F1 score evaluation metrics. 

For our health insurance cross-selling prediction task, these evaluation metrics were chosen 
because they provide a comprehensive evaluation of the model’s performance in identifying 
customers who are more likely to purchase the cross-selling insurance product. Accuracy is a 
measure of the total correctly predicted samples out of the entire samples in the dataset, Precision 
measures the accuracy of positive predictions, Recall assesses the ability to capture all positive 
instances, and F1-Score combines both precision and recall into a single metric, thereby 
providing a balanced assessment of the model’s performance. 

The metrics are computed as follows: 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛=𝑇𝑟𝑢𝑒𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠𝑇𝑟𝑢𝑒𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠+𝐹𝑎𝑙𝑠𝑒𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠(2) 
𝑅𝑒𝑐𝑎𝑙𝑙=𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠+𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝑠(3) 



𝐹 1 𝑆𝑐𝑜𝑟𝑒=2 𝑥𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 𝑥𝑅𝑒𝑐𝑎𝑙𝑙𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙(4) 

The enumerated step-by-step machine learning life cycle for health insurance cross-selling 
prediction which include data collection, data preparation, exploratory data analysis, model 
selection, model training, model evaluation, and prediction, as well as other reviewed literature 
presented in this study, answers the study’s research question 1 of how can machine learning 
approach be utilized for building a predictive model for health insurance cross-selling. 

Results 

The following results were obtained for each ML algorithm after the model was trained, and its 
performance was evaluated. 

The Random Forest model exhibited an outstanding performance as it achieved an accuracy 
score of 0.9988 as shown in Table 6. Notably, the model showcased higher precision and recall 
for the first class (0) in comparison to the second class (1). Specifically, it achieved an F1-Score 
of 1.00 for class 0 and both the macro-average and weighted average F1-Scores were calculated 
to be 1.00. These results highlight the model’s exceptional capability and accuracy across both 
classified classes. 

Table 6. Random forest classifier training results. 
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However, the testing of the Random Forest model resulted in an accuracy score of 0.7961, as 
shown in Table 7 using 20% of the consumer dataset, which amounts to 142,708 records. It 
showed higher precision and recall for the first class (0) compared to the second class (1), with 
an F1-Score of 0.89 for class 0. However, the macro-average F1-Score is relatively low at 0.48, 
and the weighted average F1-Score is 0.75, indicating varying performance across both classes. 

Table 7. Random forest classifier testing results. 
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Nonetheless, the K-nearest neighbors (KNN) classifier as shown in Table 8 achieved an accuracy 
score of 0.8601 using 80% of the dataset, which is 570,830 records for training. It displayed 
higher precision and recall for class (0) than for class (1), resulting in an F1-Score of 0.92 for 
class 0. The macro-average F1-Score, indicating a balanced evaluation across both classes, was 
observed at 0.67, while the weighted average F1-Score stood at 0.84. With an accuracy score of 
0.86, the model demonstrates its strength to make accurate predictions, considering both true 
positives and true negatives. 

Table 8. K-nearest neighbors (KNN) classifier training results. 
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The testing of the K-nearest neighbors (KNN) classifier posted an accuracy score of 0.7802, 
using 20% of the dataset (142708 records) as displayed in Table 9. In the KNN results, it was 
evident that the classifier displayed higher precision and recall for class (0) compared to class 
(1), resulting in an F1-Score of 0.87 for class 0. The macro-average F1-Score, reflecting a 
balanced evaluation across both classes, was observed at 0.49, while the weighted average F1-
Score stood at 0.74. 

Table 9. K-nearest neighbors (KNN) classifier testing results. 
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In the next experiment, the training of the XGBoost model yielded an accuracy score of 0.8316, 
utilizing 80% of the dataset (570,830 records) for training, as indicated in Table 10 thus 
showcasing its overall performance. Notably, the XGBoost model exhibited a precision of 0.83 
and a recall of 1.00 for class (0), underscoring its capability to accurately identify instances of 
this class. The accuracy score of 0.8316 underscores the model’s proficiency in making precise 
predictions, considering both true positives and true negatives. 

Table 10. XGBoost classifier training results. 
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As indicated in Table 11, the testing of the XGBoost model achieved a commendable accuracy 
score of 0.8300, utilizing a testing dataset comprising 142,708 records, thus indicating its strong 
performance. The model’s precision is 0.83 and recall is 1.00, respectively, for class (0), 
highlighting its capability to precisely identify instances of this class. 

Table 11. XGBoost classifier testing results. 
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The training of the Logistic Regression model, however, displayed an accuracy score of 0.8314 
as indicated in Table 12, leveraging 80% of the dataset (570830 records) for training, it exhibits a 
commendable precision of 0.83 and a recall of 1.00 for class (0), indicating its proficiency in 
accurately identifying instances of this class. With an accuracy of 0.8314, the model 
demonstrates its capability in making precise predictions, encompassing both true positives and 
true negatives. 

Table 12. Logistic regression classifier training results. 
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As shown in Table 13, the testing of the logistic regression model revealed a significant accuracy 
score of 0.8300, employing a testing dataset of 142,708 records, hence highlighting its strong 
overall performance. The logistic regression model displays commendable precision of 0.8300 
and recall of 1.00 for class (0), indicating its capability to accurately identify instances of this 



class. With an accuracy of 0.8300, the model demonstrates its adeptness in making precise 
predictions, covering both true positives and true negatives. 

Table 13. Logistic Regression testing results. 
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The results obtained unequivocally demonstrate that all the machine learning algorithms 
performed very well by achieving relatively high accuracy levels. However, among the 
algorithms considered, the Random Forest demonstrated superior overall performance, boasting 
an accuracy of 0.99 and an F1 score of 1.00. Consequently, the Random Forest model is selected 
as the optimal choice for building a health insurance cross-selling prediction model with the 
historical health insurance customer dataset that was utilized in this study. The exceptional 
accuracy and F1 score of the Random Forest model signify its robustness and effectiveness in 
accurately predicting potential customers for health insurance cross-selling. This model’s high 
performance makes it a reliable tool for guiding marketing strategies and maximizing cross-
selling opportunities within the insurance industry. 

Discussion 

Upon analyzing the results obtained for the four models as shown in Tables 6–13, it becomes 
evident that the random forest model stands out with 6 min and 35.6 s computation time, 
boasting the highest F1-Score of 1.00 and an accuracy score of 0.99. This underscores its 
exceptional equilibrium between precision and recall, indicating proficiency in accurately 
identifying positive instances while minimizing both false positives and false negatives. 
Conversely, the KNN demonstrated an F1-Score of 0.92 while XGBoost classifier, and Logistic 
Regression posted an F1-Score of 0.91, showcasing comparable performances in accurately 
classifying positive instances and maintaining a balance between precision and recall. 

The difference in computation times among the training algorithms for health insurance cross-
selling predictions as indicated in Table 14 suggests variations in their computational complexity 
and efficiency. Random Forest with 6 m 34.6s and Logistic Regression with 4 m 5.2s 
demonstrated relatively shorter computation times compared to KNN that took 30 m 12.4s, thus 
implying faster processing and model training. XGBoost classifier fell between these extremes in 
terms of computation time of 5 m 5.5s. However, while computation time provides insights into 
model’s efficiency and speed, it cannot alone determine the model's overall performance. Other 
performance metrics like accuracy, precision, and recall should also be considered for a 
comprehensive assessment of each model’s effectiveness in making accurate predictions for 
health insurance cross-selling. 

Table 14. Summary of models’ results. 
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A summary of the results obtained after training and testing each model is illustrated in Table 14. 



However, the visual representation in Figure 6 provides a comparative analysis between 
consumers with a history of prior insurance coverage, who exhibit a higher likelihood of 
responding to the health insurance supplementary products, and consumers without previous 
insurance. This visual comparison sheds light on the distinctive response patterns between these 
two customer segments, contributing valuable insights into the factors influencing the propensity 
to engage with additional health insurance products based on their insurance history. 

Figure 6. Result of consumers interested vs. not interested in insurance cross-selling. 
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The results indicating 83.1% of consumers responded negatively to cross-selling and 16.9% 
responded positively were obtained by analyzing the dataset containing consumers’ policy 
information and their previous responses to health insurance cross-selling offers. The dataset 
sample size was used to calculate the percentage of consumers interested and those not interested 
in the supplementary product. Additionally, a comparative analysis was conducted between 
consumers with and without previous insurance coverage to determine their respective likelihood 
of responding to the cross-selling offer. 

The examination of the health insurance dataset unveiled a notable trend: individuals aged 25 to 
70 display a heightened probability of acquiring supplementary health insurance products. This 
underscores the predictive significance of age in understanding and forecasting customer 
behavior. The practical implications of this for corporate marketing are that they provide insights 
into informed actionable strategies to be implemented for cross-selling insurance products. By 
focusing on personalized approaches and leveraging the identified characteristics, preferences, 
and behaviors of the target demographic, insurance companies can, for instance, implement 
targeted e-mail campaigns and personalized messaging that highlight the specific benefits of 
additional coverage tailored to their needs. This provides answers to this study’s research 
question 2 of what marketing insights can be developed by insurance companies from the results 
of the health insurance cross-selling predictive model. In addition, it is recommended that 
insurance companies should provide insurance education, develop incentives backed loyalty 



programs and referrals for the identified group to encourage them to purchase more products and 
refer others while also using the appropriate message communication channels and appeals. 

Furthermore, the duration of a customer’s association with the company referred to as “Vintage,” 
surfaced as a pivotal factor. Consumers with a history of previous insurance coverage 
demonstrated an inclination toward additional health insurance products. This underscores the 
importance of leveraging historical data in developing an effective predictive model for customer 
preferences and behavior in the insurance domain. Additionally, the study identified features 
significantly influencing the prediction model, including Gender, Age, Previously Insured status, 
Monthly Income, Monthly Premium, and Annual Premium. 

These features were identified during the training phase, as the model learns the relationships 
between these features and the response as the target variable. This learning process involves 
finding coefficients or weights for each feature that optimize the model’s ability to make 
accurate predictions. Larger coefficients and statistical significance indicate a stronger influence 
on predictions. 

The correlation coefficients indicate the strength and direction of the linear relationship between 
each feature and the response target variable. A positive coefficient suggests a positive 
correlation (as the feature variable increases, the likelihood of purchasing the cross-selling 
product also increases), while a negative coefficient suggests a negative correlation (as the 
feature variable increases, the likelihood of purchasing the cross-selling product decreases). 
Other factors such as feature importance analysis, model performance metrics (e.g., accuracy, 
precision, and recall), and domain knowledge can help in assessing the importance of these 
features in making predictions. 

In this study, the insights from analyzing the health insurance customer records can be applied to 
enhance marketing strategies and increase revenue through targeted health insurance cross-
selling. This analysis will advance our understanding of applied machine learning techniques in 
the health insurance industry and provide a framework for optimizing these methods in real-
world scenarios. Considering the 1million dataset we utilized in this study, our understanding of 
applied machine learning in healthcare (and health insurance) is also forwarded in respect of 
breaking the data barrier challenges such as data access, data quality, accuracy, and dataset size 
(quantity). Algorithms are only as good as the data source and size as they determine 
performance and generalization. Small datasets used to train and validate AI can cause 
unavoidable problems, thus the creation of a health insurance data system that will feed 
prospective data into AI algorithm is suggested. 

Conclusion 

The current research underscores the significant potential inherent in the application of machine 
learning algorithms to meticulously analyze health insurance datasets, and discerning nuanced 
cross-selling probabilities. The abundance of extensive customer data within the health insurance 
sector presents a distinctive and advantageous opportunity, such that machine learning models 
are exceptionally well-suited to harness and capitalize on. Given the vast reservoirs of customer 
data within the health insurance domain, machine learning models can proficiently sift through 



this information to unveil patterns, behaviors, and preferences. Consequently, these models play 
a pivotal role in identifying potential customers who may express interest in acquiring additional 
insurance products. 

Through the adept utilization of predictive machine learning models for cross-selling in health 
insurance, these algorithms precisely forecast the likelihood of a customer’s inclination toward 
purchasing supplementary products. This capability empowers insurance companies to tailor 
their cross-selling endeavors, offering personalized recommendations that align with individual 
customer needs and preferences. As the industry undergoes continual evolution, the adoption of 
machine learning algorithms emerges as increasingly vital, promising to foster innovation, 
enhance operational efficiency, and elevate overall customer satisfaction. 

The current study’s limitations include non-consideration for external factors such as changes in 
healthcare regulations or economic conditions. These factors can significantly influence 
consumer behavior, and purchasing decisions regarding insurance products but might not have 
been accounted for in the analysis. As a result, the predictive models may not accurately capture 
real-world scenarios, leading to potentially flawed predictions and ineffective cross-selling 
strategies. 

Essentially, incorporating machine learning into the comprehensive analysis of health insurance 
datasets for the purpose of predicting cross-selling probabilities is strategically imperative. This 
integration ensures that the industry remains not only competitive but also adaptive, and adept at 
meeting the dynamic and evolving needs of its customers. Ultimately, this optimization of 
business processes leads to a substantial increase in revenue. Other practical implications for 
research may include refining strategies for boosting customer retention through personalized 
insurance offerings, driven by advanced ML algorithms integrated with customer relationship 
management systems, should be prioritized, while ML ethical considerations relating to customer 
data usage should be evaluated to ensure confidentiality and foster trust. Future research 
endeavors could consider further analysis, incorporating, and refining the insights gained from 
health insurance cross-selling predictions. 
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