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Highlights 

 • 
Despite the prominence of ELM, it is still limited in certain aspects. 

 • 
ELM architecture can be determined using Incremental and/or pruning techniques. 

 • 
Embedded dissimilarity can solve prediction instability and imbalance distribution. 

 • 
RO projection technique improved the capability of SSP for any training dataset. 

 • 
ELM can accommodate lateral inhibition with the use of sparse coding method. 

Abstract 

In spite of the prominence of extreme learning machine model, as well as its excellent 
features such as insignificant intervention for learning and model tuning, the simplicity of 
implementation, and high learning speed, which makes it a fascinating alternative 
method for Artificial Intelligence, including Big Data Analytics, it is still limited in certain 



aspects. These aspects must be treated to achieve an effective and cost-sensitive 
model. This review discussed the major drawbacks of ELM, which include difficulty in 
determination of hidden layer structure, prediction instability and Imbalanced data 
distributions, the poor capability of sample structure preserving (SSP), and difficulty in 
accommodating lateral inhibition by direct random feature mapping. Other drawbacks 
include multi-graph complexity, global memory size, one-by-one or chuck-by-chuck (a 
block of data), global memory size limitation, and challenges with big data. The recent 
trend proposed by experts for each drawback is discussed in detail towards achieving 
an effective and cost-sensitive model. 

Introduction 

Extreme learning machine (ELM) is a kind of neural network (NN) characterized by 
biologically inspired single-hidden-layer feedforward network (SLFN), using biological 
learning techniques rather than artificial learning techniques. It is a biological learning 
technique that involves the use of kernels, random neurons (with or without unknown 
modeling/shape), and optimization constraint. ELM is more effective in terms of speed, 
generalization performance, simplicity and efficiency than the traditional NN in practical 
applications. The word “extreme” implies beyond conventional artificial learning 
methods, towards brain-like learning [1]. ELM helps to fill the gap between biological 
learning and machine learning mechanism [1,2]. Rather than using known activation 
function such as sigmoid, ELM uses unknown nonlinear piecewise continuous functions 
h(x) being the real activation functions of most living brain neurons [1]. Theoretically, 
ELM somehow combines brain learning features, matrix theory, control theory, neural 
network theory, and linear system theory, which were previously regarded to be isolated 
with big gaps. 
Due to the capability for a wide range of activation functions h(x), ELM exhibits universal 
classification capability and universal approximation capability [1]. ELM can be used in 
solving problems pertaining to regression, classification, representational learning, 
feature selection, clustering, and several other learning tasks. Successful applications of 
ELM have been reported in several domains, such as output power forecasting [3], 
system identification [2], function approximation [4,5], biomedical engineering [2], 
biological information processing, data classification [6], computer vision, pattern 
recognition [7,8], robotics and control [2]. ELM generates the input layer (sensory layer) 
weights and the hidden nodes biases randomly and determines the output layer weights 
rationally by solving a generalized inverse matrix. The study of Huang et al. [9,10], 
substantiated that SLFNs with randomly generated hidden node parameters and with 
radial or additive basis function hidden nodes could function as universal approximators. 
This is achievable by simply computing the output weights, which link the hidden layer 
(associator layer) to the output nodes, thereby substantiating its wide application in 
solving regression and classification problems [11]. Huang, Zhu and Siew [12] and 
Liang, Huang, Saratchandran and Sundararajan [13] also established that iterative 
methods are not needed at all for adjustment of SLFNs parameters in ELM, unlike NN, 
whose network parameters require iterative methods due to the extensive usage of 
gradient-based learning algorithms [14]. In comparison with other learning techniques, 
such as back-propagation algorithm (BP), various variants of BP and deep learning 



algorithms, support vector machine (SVM), the key superiority of ELM is that it does not 
involve iterative tuning of the parameters [15]. 
Despite the prominence of ELM model, as well as its excellent features such as 
insignificant intervention for learning and model tuning, the simplicity of implementation, 
and high learning speed, which makes it a fascinating alternative method for Artificial 
Intelligence, including Big Data Analytics, it is still limited in certain aspects. Huang et al. 
[2] suggested further research on high dimensional data analysis. The network structure 
of ELM is more complex for large data since the hidden biases and input weights are 
randomly selected, making the traditional ELM to require more hidden nodes, thereby 
affecting the network generalization ability. The order of complexity of the algorithm for 
output weights estimation is O(M2K), where M is the number of hidden units and K is the 
number of training points [16]. Furthermore, some ELM could be time-consuming and 
ineffective due to the predetermination of their network size when trial by error is used 
before training [13,14]. ELM uses of batch training approach, indicating that the network 
is trained with all the dataset at once, thereby requiring large processing power and 
memory. Classical ELM is also plagued with prediction instability. It occurs because of 
random initialization of the hidden layer biases and the input weights, and imbalanced 
data distributions. ELM has no mechanism that takes care of imbalanced data 
distributions that may be encountered in many fields [17] since it is assumed that every 
single class size is comparatively balanced and the costs of misclassification are equal 
in the entire datasets [18]. The imbalanced class distribution could make the 
classification mechanisms learn very complex models, thereby over-fitting [19]. 
Moreover, despite the recent prominence of ELM due to remarkable learning speed, 
little or no manual intervention, and good generalization performance, the generalization 
performance could be worse than that of SVM algorithm for small sample cases or small 
network size. This is ascribed to the use of Monte Carlo (MC) sampling technique for 
generation of random input weights. ELM models with small network size exhibit 
random input weight with poor SSP capability, leading to poor generalization 
performance [20]. 
ELM cannot accommodate lateral inhibition by direct use of random feature mapping 
[21]. This is a serious challenge in learning of large-scale data since ELM was initially 
developed to run on a machine with a single processing unit. Handling a block of data, 
or incremental training samples (one-by-one or chunk-by-chunk) is another serious 
drawback in ELM. Incremental training samples (such as dynamic changes of tidal 
level) are presented chunk-by-chunk or one by one and they involve time-varying 
dynamics. Therefore, modeling time-varying process becomes challenging in real-time 
[22]. 
This review discussed the major drawbacks of ELM, which affect its efficiency and cost, 
as well as the current techniques used as the panacea. The drawbacks addressed here 
include difficulty in determination of hidden layer structure, prediction instability and 
Imbalanced data distributions, the poor capability of sample structure preserving (SSP), 
and difficulty in accommodating lateral inhibition by direct random feature mapping. 
Other drawbacks include multi-graph complexity, global memory size, one-by-one or 
chuck-by-chuck (a block of data), global memory size limitation, and challenges with big 
data. The recent trend proposed by experts for each drawback are discussed in detail 
towards achieving an effective and cost-sensitive model. 
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Section snippets 

Extreme learning machine 

ELM developed by Huang at el [12,23] utilizes Single Layer Feedforward Neural 
Network (SLFN) Architecture [24]. ELM engages a random selection of input weights to 
rationally calculate the output weights of SLFN. The generalization performance of ELM 
is remarkable with a high learning speed. ELM does not require much human 
intervention and the learning speed is thousands time faster when compared with the 
conventional techniques. The rational determination of the network parameters is 
automatic,  

Difficulty in the determination of network architecture 

Due to the random selection of hidden biases and input weights, the traditional ELM 
certainly requires more hidden nodes, making the network structure more complex for 
large data, thereby affecting the network generalization ability. The order of complexity 
of the algorithm for output weights estimation is O(M2K), where M is the number of 
hidden units and K is the number of training points [16]. Furthermore, some ELM could 
be time-consuming and ineffective due to the predetermination of their 

Prediction instability and imbalanced data 
distributions 

Prediction accuracy is certainly a crucial measurement of models in risk analysis [19]. 
Prediction instability is one of the major limitations of ELM [19,60]. It occurs because of 
random initialization of the hidden layer biases and the input weights, and imbalanced 
data distributions. ELM has no mechanism that takes care of imbalanced data 
distributions that may be encountered in many fields [17] as it is assumed that every 
single class size is comparatively balanced and the costs of 

Poor capability of sample structure preserving (SSP) 

Despite the recent prominence of ELM due to remarkable learning speed, little or no 
manual intervention, and good generalization performance, the generalization 
performance could be worse than that of SVM algorithm for small sample cases or small 
network size. This is ascribed to the use of Monte Carlo (MC) sampling technique for 
the generation of random input weights. ELM models with small network size exhibit 
random input weight with poor SSP capability, leading to poor generalization 



Difficulty in accommodating lateral inhibition by direct 
random feature mapping 

The random feature mapping involves the introduction of optimization constraint (Fig. 7), 
which is the fundamental features of ELM. Feature mapping in ELM enhances its 
capacity for universal approximation and efficiency in training. Furthermore, random 
feature mapping enhances generalization performances and reduces over-fitting [2]. 
Physiological research revealed that similar layer neurons are laterally inhibited to each 
other such that the outputs of each layer are sparse [86]. Meanwhile, it 

Challenges with big data 

The global interest in Big data, as well as its economic value and adoption, have 
continued to grow exponentially [88]. The advent of emerging technologies (such as 
Internet of Things (IoT) [89,90], Machine-to-Machine (M2M) communications [91], and 
cloud/fog computing [92], [93], [94]), and the high proliferation of smart mobile devices 
[95] has contributed immensely to the evolution of the Big data era. ELM has been 
widely and successfully applied to gain useful insights from data obtained in 

More on big data: acceleration of ELM for practical big 
data tasks 

To extend the capability of ELM for handling large scale or big data tasks (such as 
image classification, voice recognition, and object detection & tracking), authors in 
[145,146] proposed multilayer or hierarchical ELM (H-ELM) frameworks that are based 
on the universal approximation capability of the original ELM. Thus, H-ELM has 
extended the original ELM from shallow architecture to deep architecture, which has 
potentially provided a boost to the capability of ELM. Generally, deep 

Difficulties in handling a block of data 

Handling a block of data, or incremental training samples (one-by-one or chunk-by-
chunk) is another serious drawback in ELM. Incremental training samples (such as 
dynamic changes of tidal level) are presented chunk-by-chunk or one by one and they 
involve time-varying dynamics. However, it is difficult to develop a model that is suitable 
for time-varying process, making identification and prediction challenging in real-time 
[22]. To obtain accurate predictions for time-varying systems in real 

Conclusion 

This work gives a state-of-the-art review of the recent trend towards achieving an 
efficient and cost-effective ELM model. Various drawbacks of ELM as a machine 
learning technique such as difficulty in determination of hidden layer structure, 



prediction instability and Imbalanced data distributions, the poor capability of sample 
structure preserving (SSP), and difficulty in accommodating lateral inhibition by direct 
random feature mapping, were addressed. Other drawbacks addressed include 
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