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A B S T R A C T   

This research presents a new method for conditional monitoring based on the wind turbine power curve. The 
Kolmogorov-Smirnov (K-S) distribution test is employed in the assessment of turbine data and the detection of 
abnormality (faults) in wind turbines. The process begins with anomaly detection and filtration of faulty SCADA 
data by a quantile-based filtration approach. Suitable data comprising wind speed, air density, ambient tem
perature, and pitch angle are utilized in the development of wind turbine power curve models that represents 
actualities within wind farms. The radial basis function (RBF), multi-layer Perceptron (MLP), and gradient 
boosting (GBR) methods utilized for model development are compared for predictive accuracy using Mariano- 
Preve test. The null hypothesis assumes equal predictive ability (EPA); if rejected, an algorithm compares the 
coefficients of correlation of the models and selects the closest to one (unity). The most accurate model is utilized 
for the creation of a bin-wise distribution from past data, and bin-wise confidence levels from the plot of wind 
speed and output power. Cochran’s method was utilized to validate the minimum sample size that will possess a 
sampling distribution similar to that of the population, and a fault is detected if there is a reasonable difference 
between the sample distribution and population distribution. The K-S test, having a null hypothesis of equivalent 
distributions, signals a fault if the null hypothesis is rejected. Two wind turbine SCADA datasets associated with 
two fault events are used for the assessment of our method. The results indicate that our method effectively 
discovers abnormalities in power output relating to increased bearing temperature and reduced generator rpm, 
thereby aiding in the detection of faults long before they occur.   

1. Introduction 

Wind energy has acquired much attention in recent times because it 
is available anywhere and lacks pollution, aside from being one of the 
most potent renewable energy sources (Ohunakin et al., 2023). Wind 
energy development could address the environmental problems associ
ated with fossil fuels, and lead to a more sustainable future (Matthew 
and Ohunakin, 2017). The Global Wind Energy Council (GWEC) recor
ded an increase in wind power installations by 93 GW for 2021 alone, 
thus making the total installed capacity 743 GW for both offshore and 
onshore (Global Wind Energy Council, 2021). However, due to the 
complexity of wind turbine assembly and the ever-changing harsh 

operating conditions on sites where they are deployed, they experience 
high failure rates due to failures associated with gearbox, generators, 
and blades (Akay et al., 2013; Kusiak and Verma, 2012; Ohunakin et al., 
2011). Because of the size of these components, their failures are very 
expensive and usually lead to long downtime (Kusiak and Li, 2011). It is 
therefore necessary to monitor and detect faults before they transit to 
critical failures (Sun et al., 2016). Hence, condition-based monitoring of 
wind farms has been considered the most efficient solution for the 
effective maintenance of wind turbines (Sun et al., 2016; García 
Márquez et al., 2012; Castellani et al., 2017; Stetco et al., 2019; Artigao 
et al., 2018). A detailed review of condition-based monitoring as well as 
challenges and future progress is given in the work of Sun et al. (2022a). 
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The available methods employed for wind turbine (WT) condition 
monitoring (CM) can be grouped into signal-based, physical model, and 
data-driven approaches. Signal-based methods require the installation 
of sensors for information capture, leading to a significant increase in 
O&M costs. The methods include acoustic emission (Soua et al., 2013; 
Feng et al., 2015), infrared (Gómez Muñoz et al., 2016), vibration 
analysis (Wei et al., 2015; de Novaes Pires Leite et al., 2021; Xu et al., 
2020), etc. Physical model methods often require expert knowledge of 
various systems and their interactions, in order to develop an accurate 
physical model; it is also very difficult to obtain accurate physical 
models because of the system-to-system interactions (Dey et al., 2015). 
Therefore, the physical model approach focuses on developing 
component-specific physical models, such as physical model represen
tations for gears and bearings (Odgaard and Stoustrup, 2015). 
Data-driven approaches develop methods that rely on the data collated 
by the turbine’s supervisory control and data acquisition (SCADA) sys
tem (Stetco et al., 2019; Maldonado-Correa et al., 2020; Dao et al., 
2018a; Gonzalez et al., 2019; Wang et al., 2014; Dao, 2022a; 
Tautz-Weinert and Watson, 2017; Dao, 2022b; Kusiak and Zhang, 2010; 
Yang et al., 2013; Schlechtingen et al., 2013; Meyer, 2021; Qu et al., 
2020). This is a cost-effective approach because no additional cost is 
incurred for the installation of sensors or other devices (Stetco et al., 
2019). Additionally, due to the diversity of parametric and nonpara
metric techniques available in the literature, they are considered as the 
most effective solution to WT conditional monitoring; the techniques 
utilize change in the data distribution (decrease or increase) of the pa
rameters, to indicate and validate any impending fault. SCADA data 
contains a number of parameters that are captured at mostly 10-minute 
intervals, each of which has to be meticulously and continuously 
analyzed with the aim of detecting faults early. It is often a daunting 
endeavor for the most skillful analyst leading to poor assessment 
because of the mental strain caused by the volume of data available for 
analysis. Researchers have thus attempted to develop various ap
proaches to aid in the classification and detection of abnormalities from 
turbine SCADA. Numerous research studies have employed machine 
learning (ML) methods for classification and regression operations 
aimed at distinguishing between faulty and proper readings in the 
context of wind turbines. These methods encompass a range of tech
niques, including k-nearest neighbor (Lin et al., 2013), support vector 
machines (Pei and Li, 2019), decision trees (Abdallah et al., 2018), and 
neural networks (Sun et al., 2016; Stetco et al., 2019; Morshedizadeh 
et al., 2017; Pliego Marugán et al., 2019; Kong et al., 2020). In addition, 
deep learning (DL), and representation learning methods have also 
found their place in the literature, such as long short-term memory 
(LSTM) models, multi-head attention (MSA) from transformer archi
tectures (Wang et al., 2022a), health learning based on self-supervised 
learning (SSL) (Sun et al., 2022b), and generative adversarial net
works (GANs) (Wang et al., 2022b). While these advanced approaches 
have demonstrated competitive performance, they also come with 
inherent complexities, thus demanding extended training times, 
requirement of large amounts of data, and substantial computational 
costs. Due to these drawbacks, researchers have started exploring more 
efficient solutions drawing from the fields of statistics and econometrics 
(Dao, 2022a, 2022b). 

In recent times, artificial intelligence (AI), ML, and DL-based solu
tions have been increasingly employed for condition monitoring. How
ever, these methods are not without their limitations. One of the 
challenges lies in the need for multiple parameters to confirm a fault and 
the fact that each turbine possesses a unique fault representation that is 
distinct from others within a wind farm. This complexity implies that 
wind farm analysts must manage a multitude of models alongside 
various SCADA parameters. In addition, the representations for normal 
functioning and faulty operations tend to evolve over time, primarily 
due to factors like turbine ageing, the recalibration of sensors, and the 
replacement of critical components. As a result, previously developed 
models become less effective. In such cases, it becomes essential to 

create new models tailored to specific turbines. Unfortunately, wind 
farm analysts often lack the necessary skill set for these tasks. Even if 
analysts possess these skills, there exists no standardized metric to 
determine when a model requires replacement or retraining. Hence, the 
performance of AI and ML-based approaches for condition monitoring 
gradually diminishes in efficiency over time, making them increasingly 
less practical for sustained use (Dao, 2022a). Another approach that has 
been attempted in the literature is the use of parametric models for CM 
(Dao, 2021; Dao et al., 2018b; Dao, 2018); some deep learning-based 
models have been argued to be parametric to some degree (Dao, 
2022b). The problem with parametric approaches is that they generally 
assume that the data follows a normal distribution (Dao, 2021). Such 
tests like Fisher exact, student’s t, and ANOVA, usually assume homo
geneous variance leading to very accurate analysis of normally distrib
uted data. The co-integration method (Dao et al., 2018a, 2018b; Dao, 
2018), CUSUM-based approach (Dao, 2021), and the Chow test (Dao, 
2022b) are examples of parametric implementations for CM. However, 
in cases where the data does not follow a normal distribution such as the 
case with most SCADA parameters analyzed during CM, parametric 
methods end up with misleading results. Most recently, researchers have 
attempted to develop nonparametric techniques in order to accommo
date for both normal and non-normal parameter distributions that a 
given SCADA parameter may follow. Nonparametric approaches only 
require the data to follow a continuous distribution (Dao, 2022a). 

This present study therefore utilizes a nonparametric method in an 
attempt to close the gaps associated with AI/ML/DL and parametric 
approaches. The wind turbine power curve alongside Kolmogorov- 
Smirnov’s test (a nonparametric statistical approach) are utilized for the 
development of a new CM technique. Several algorithms and methods 
have been applied to developing wind turbine power curve that is a true 
representation of the actual conditions experienced in real life; such 
models are discrete models (Llombart et al., 2005), stochastic models 
(Gottschall and Peinke, 2007), parametric (Marčiukaitis et al., 2017; 
Kusiak and Verma, 2013; Villanueva and Feijóo, 2018), and nonpara
metric models (Karamichailidou et al., 2021; Pelletier et al., 2016; 
Manobel et al., 2018). These models are mainly focused on the problems 
of power prediction and forecasting with little consideration to moni
toring and troubleshooting or predictive control and optimization. At
tempts have been made to include performance monitoring in works 
that are focused on power prediction; but we found that in such works, 
there are no clear techniques to specifically address performance 
monitoring based on the developed power curve models. It is worth 
noting that performance monitoring is closely related to condition 
monitoring but not exactly identical; while performance monitoring 
indicates under-performance of a wind farm, it is not aimed at fault 
detection. In essence, an assessment of the predicted power and the 
actual power output of a certain turbine over a time period could suffice 
as performance monitoring because any reasonable difference between 
the actual power output and the predicted power output will indicate if 
the turbine or wind farm is performing acceptably or underperforming, 
but it will not provide enough information on the imminence of a fault. 
This is because various field conditions and turbine variables (e.g., 
turbine age) could be responsible for the noticeable underperformance. 
On the other hand, condition monitoring for fault detection requires a 
more specialized approach. To the best of our knowledge, no research 
within the literature provides a method for condition monitoring and 
fault detection based on the developed power curve. In addition, the 
technique developed in this paper employs a bin-wise approach for 
SCADA analysis by attempting to discretize the continuous power vari
able into wind speed intervals and identify the frequency distribution of 
each interval (bin), while simultaneously extracting significance levels 
(α). A few research in the literature have employed the concept of 
binning in the development of wind turbine power curves (WTPC). In 
Llombart et al (Llombart et al., 2005)., modifications were made to the 
IEC 61400–12 bins method that developed a single line power curve by 
the least squares method and binning. A comparison between the 
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binning approach and support vector regression for estimating the rotor 
speed-based power curve of a wind turbine is carried out in Pandit et. al 
(Pandit et al., 2020)., with the aim of comparing efficiencies between 
the two methods. There is no research in the literature to the best of the 
authors’ knowledge, that utilizes power values that fall within wind 
speed intervals (bins) for the formation of frequency distributions, and 
the extraction of confidence levels (α) in any form and for any other 
application. 

The Kolmogorov-Smirnov (K-S) test is a nonparametric test in sta
tistics that measures the goodness of fit. It compares the cumulative 
distribution functions of two data samples, or one sample and a popu
lation in order to assess whether they were drawn from the same dis
tribution. The chi-square test is an alternative; however, it is most 
sensitive at the center of the distribution and least sensitive at the edges. 
Furthermore, as the sample size decreases, the chi-square test becomes 
inapplicable whereas, K-S test retains its efficiency on small as well as 
large samples. It also does not suffer from reduced efficiency around the 
edges of a distribution, thus making it a better alternative for comparing 
data samples. The K-S test has been applied in a diversity of fields for 
comparing sample with sample, and sample with distribution. In the 
work of Zhang et al. (1993), K-S test was utilized for fast and robust 
sensing of spectrums in radio systems by computing the empirical cu
mulative distribution functions (ECDF) of some decision statistics and 
comparing it with the ECDF of the noise signal. The K-S test and con
volutional neural networks were applied in (Guo and Fu, 2018) for fault 
diagnosis of turbines. However, this work is subject to the limitations of 
ML and DL approaches earlier discussed (such as enormous computation 
cost, long training time, and performance degradation over the long 
term). Additionally, the fault signal is not validated by other significant 
SCADA variables. The K-S test has also been applied for drift detection in 
machine learning (ML) (Dos Reis et al., 2016), explanation of unreliable 
ML survival models (Kovalev and Utkin,.), identification of the distri
bution of earthquake data to predict magnitude (Oktaviana and Irha
mah, 2021), and for detecting changes in maps of gamma spectra in 
radioactivity (Reinhart et al., 2015). 

1.1. Contribution and outline 

This study is aimed at developing a new method for conditional 
monitoring of wind turbines by utilizing the wind turbine power curve 
and three well-developed test methods. Fault detection is validated by 
the K-S test; the method comprises a sequence of steps. First, SCADA 
data obtained from the operations of a wind turbine is processed for 
anomaly detection and removal. A quantile-based algorithm sets user- 
defined quantiles that differentiate between normal and faulty data. 
Afterward, useful SCADA parameters are utilized in developing power 
curve models that accurately represent actual field conditions within a 
wind farm. A superior predictive ability (SPA) of one of the compared 
models is asserted using the Mariano-Preve test of equal predictive 
ability (EPA), and by comparing their coefficients of determination. The 
most accurate model is utilized for the creation of bin-wise frequency 
distribution to serve as the ground truth data sample or population, and 
bin-wise confidence levels to serve as the decision factor for the K-S test. 
The work of Cochran (Cochran, 1977) developed a method of identi
fying the minimum sample size with the capacity to retain distribution 
information from the population. This minimum sample size represents 
the minimum number of acquired SCADA temporal instances needed to 
assert a fault while also signaling the time rate of fault detection. This 
method detects faults directly from the output power of a wind turbine 
in relation to an increase in bearing temperature and a reduction of 
generator speed. Two case studies of one year SCADA data from two 
onshore wind turbines [Supplementary data [A] and [B]], are used to 
validate the developed method. These SCADA data are associated with 
two faults or abnormal events; in one of the cases, we analyze the 
detected fault from the output power by indicating the simultaneous 
increase in bearing temperature and reduction in generator speed. Other 

than the K-S test method, the methods and tests utilized in this study 
have not been investigated in the literature for condition monitoring of 
wind turbines or any other aspect of wind energy. This research is 
motivated by its efficacy over the long-term when compared to methods 
based on ML algorithms as earlier discussed. It is aimed at improving the 
current state of condition-based maintenance measures that would in 
turn optimize energy generation by reducing turbine downtime and 
associated expenses incurred on corrective maintenance, thereby ulti
mately reducing the total cost of generating energy. 

The rest of this paper is outlined as follows: Section 2 begins with a 
flowchart that graphically explains the methods utilized in this study. A 
detailed description of the methods and algorithms is also provided for 
the concepts used for the development of this CM technique. A step-by- 
step procedure is provided for the provision of a sequential flow and 
breakdown of the developed method. Section 3 presents results on the 
application of all adopted algorithms and tests, and a description of what 
these represent. Section 4 is the conclusion of the paper. 

2. Methodology and algorithms 

The flowchart for the detection of faults in condition monitoring of 
wind turbines from SCADA data, and the developed power curve is 
shown in Fig. 1. 

2.1. Quantile filtering 

Quantiles usually define a particular part of a data, in relation to 
other parts of the same data within a distribution. The simplest repre
sentation is a dividing plane that serves as a limiting condition to an 
assertion about the nature of the data. In Fig. 2, we are considering 
normally distributed data with no skewness (i.e., the LHS is an identical 
replica of the RHS) i.e., the distribution of q-quantile plots for all val
ues aϵS; the probability that x falls within quantile q is given by P[X <

x] ≤ k/q (where x is a k-th q-quantile for a variable X), and the proba
bility that x falls without the quantile q is given by P[X < x] ≥ 1 − k/q 
considering also that x is the k-th q-quantile for a variable X. The normal 
distribution is represented mathematically in Eq. (1). 

P[X < x] =
1̅̅
̅̅̅

2π
√

∫ x

∞
e−

t2
2 dt (1) 

The α-th quantile θγ(∝),0 < ∝ < 1 of a finite population vector y =

(y1,…, yN) is defined as: 

θγ(∝) = inf{t : Fγ(t) ≥ α} (2)  

where Fγ(t) is the distribution functionγ. In caseḞγ(t), an estimator of 
Fγ(t), is a monotonic non-decreasing function of t, the customary esti
mator of θγ(∝) is obtained as: 

θγ(∝) = inf{t : Ḟγ(t) ≥ α} (3) 

Let Ḟγ(t) be the customary estimator of Fx(t). In case the population 
α-th quantile θx(∝) of x is known, the ratio estimator of θγ(∝) is given by: 

Ӫrγ(∝) =
Ӫγ(∝)
Ӫx(∝)

θx(∝) (4) 

Similarly, a different estimator of θγ(∝) is given by: 

Ӫdγ(∝) = Ӫγ(∝) − R{Ӫx(∝) − θx(∝)} (5)  

where R =

∑

i∈S

yi
πi

∑

i∈S

xi
πi 

is a consistent estimator of the population ratio R =

Y/X. 
Both estimators Ӫrγ(∝) and Ӫdγ(∝) reduce to θγ(∝) if yi∝xi∀i ∈ U.

In this case, the variance become zero. The case is similar to a variety of 
distributions regardless of the nature, skewness, or shape. 
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Fig. 1. Computation flowchart for the detection of fault in condition monitoring of wind turbines from SCADA data and the developed power curve.  
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2.2. Gradient boosting regressor (GBR) 

The concept of boosting aims at combining multiple base regressors 
to form a sequential ensemble for the purpose of developing a committee 
with better performance than any single regressor.1 Boosting is achieved 
by a step-wise training of a new learner, a weak learner, and a base 
learner model with respect to the error realized at that step. GBR utilizes 
the concept of boosting for the development of an ensemble model that 
is a collection of tree models arranged sequentially. In this arrangement, 
the succeeding model learns from the errors of the preceding model, the 
performance of the preceding weak learning model is said to be boosted 
by the succeeding learner model. This ensemble is usually achieved by 
decision tree algorithm (Rao et al., 2019). Considering a gradient boost 
regressor with N number of trees, Eq. (6) can thus be stated: 

fN
(
xj
)
=

∑N

n
βn hn(xj) (6)  

where hn represents the weak learner model that has performed poorly 
on its own, βn will represent the contribution of the model tree to the 
performance of the weak model, and is identified as a scaling factor. The 
loss function employed by XGBR to minimize errors is the gradient 
descent loss function. It achieves this by updating initial estimation with 
newer ones thereby improving the performance of the final output 
tremendously. 

2.3. Multi-layer perceptron (MLP) neural networks 

MLP networks are a type of feed forward neural networks that consist 
of three layers i.e., input layer, hidden layer, and output layer. They 
have been widely used for regression and classification tasks. However, 
their efficacy is experienced in their ability to perform accurate 
regression analysis. A perceptron acquires a total of n features as input x 
= x1,x1,…,xn, each of which has a weight associated with it. All features 
inputted into the network must be numeric in nature; all non-numeric 
features must be first converted into numbers before being inputted 
into the network. The input features are passed on to an input function u, 
this function computes the weighted sum of the input features. 

u(x) =
∑n

i=1
wixi (7) 

The result u(x) is passed onto an activation function f, this function 
assists in producing the output of the perceptron. The activation func
tion utilized in this step is a RELU. 

y(x) = MAX(0, x) (8)  

y(x) =
{

0for x < 0
x for x ≥ 0 (9) 

Learning in MLPs consist of adjusting the weights in order to reduce 
the error in predicting the training data. Learning is a back propagation 
task achieved by a back propagation algorithm (optimizer), that at
tempts to minimize the loss in predicting the ground truth. 

2.4. Radial basis function (RBF) 

The RBF architecture was first proposed by Broomhead and Lowe in 
their work entitled: Radial Basis Functions, Multivariate Functional 
Interpolation and Adaptive Networks in 1988 (Broomhead and Lowe, 
1988). RBFs consist of three layers by design: the input layer, the hidden 
layer, and the output layer. Fig. 3 represents the typical structure of a 
RBF network with a single output node for single value tasks (e.g., 
regression etc.). The input node distributes the k input variables to the m 
nodes of the hidden layer. In the hidden layer, each node has a center 
with the same dimensions as the number of input variables. The hidden 
layer applies a non-linear transformation to the input space, trans
forming it into a higher-dimensional space. The activity µl(x(f))of the lth 
node is the Euclidean normal of the difference between the f-th input 
vector and the node center, and is given in Eq. (10) as: 

µl(x(f) ) = ||x(f ) − ẋl| | =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

∑k

i=1
(x(f ) − ẋl,i)

2

√
√
√
√ , f = 1,…, f (10)  

where f is the total number of available data, xT(f) = [x1(f), x2(f),…,

xk(f)] is the input vector, and xT
l = [ẋ1l, ẋ2l,…,ẋk l, ] is the centre of the lth 

node. 
The activation function for each node is a radially symmetric func

tion. In this work, we employ the sigmoid function given in Eq. (11): 

g(µ) =
1

1 + e− µ (11) 

The hidden node response is denoted by z(f) (Eq. (12)): 

z(f) = [g(µ1(x(f ) ) ), g(µ2(x(f ) ) ),…, g(µm(x(f ) ) )] (12) 

The output of a RBF network contains y unit, where y is the singular 
possible output value. The numerical output y(f) is produced by a linear 
combination of the hidden nodes’ response (Eq. (13)): 

y(f ) = z(f).wn =
∑m

i=1
wl,ng(µ1(x(f ) ) ) (13)  

where wn = [w1,n,w2,n,…,wm,n]
T is a vector containing the synaptic 

weights corresponding to the output n. 

Fig. 2. A normally distributed case for quantile specification.  

Fig. 3. Radial Basis Function Network.  1 https://jerryfriedman.su.domains/ftp/stobst.pdf 
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The synaptic weights are commonly determined using linear 
regression of the hidden layer outputs to the real measured output after 
the RBF centers and non-linearities in the hidden layer have been fixed. 
In most cases, linear least squares in matrix form can be used to solve the 
regression problem. 

W = (ZT .Z)− 1
.ZT .Y (14)  

where Z = [z(1), z(2),…, z(F)]T is a matrix containing the hidden layer 
responses for all input vectors. W = [w1,w2,…,wn] is a matrix contain
ing all the synaptic weights for the output layer and converges to a scalar 
containing the target vector. The target vector y(f) carries the infor
mation of the value predicted by the f-th input vector. 

2.5. Mariano-preve test 

An explicit test of the null hypothesis for the purpose of validating 
equal predictive ability (EPA) of two competing forecasting models was 
introduced in the field of econometrics by Diebold and Mariano in their 
work: ‘Comparing Predictive Accuracy, 1995′. This test method does not 
require any symmetric or quadratic relationship for the loss function and 
can be applied when the error distribution is non-Gaussian, has a non- 
zero mean, and serially and contemporaneously correlated (Diebold, 
2008). However, this proposed asymptotic and exact finite sample test 
only compared two competing forecasts; in cases where competing 
forecasts were more than two, inferior methods had to be employed. The 
concept was further expanded for three or more competing forecast in 
the work of Mariano and Preve (Mariano and Preve, 2012). This test is 
model free in the sense that it assumes that the only information avail
able to the analyst is a time series of forecast and actual values of the 
prediction. The task of such analyst is to ascertain if all the models 
perform equally in terms of a specific loss function, which could be 
squared error or absolute error. Let Eq. (15) represent forecast errors of k 
competing models: 

{fit} = {Ŷit − yt}, i = 1, 2, 3,…k (15)  

and if g : R→R represents the utilized loss function. The null hypothesis 
states that all the models have equal predictive ability under the speci
fied loss function defined in Eq. (16) as: 

Eg(f1t) = Eg(f2t) = … = Eg(fkt) (16) 

Consider the loss differential series {djt} as expressed in Eq. (17), the 
null hypothesis requires that the expectation of the loss differential Edt =

0. 

djt = g(fit) − g
(
fi+1,t

)
, i = 1, 2, 3,…, k (17) 

The test statistics ds is based on the vector of observed sample means. 
It is represented in Eq. (18) as: 

ds =
1
s

∑s

s=1
dt (18)  

where s is the sample size. 

2.6. Cochran’s test 

Finite population is usually being represented by a sample that will 
possess characteristics approximate to that of the population. In this 
study, our concern is a sampling distribution asymptotic to that of the 
population. The work of Cochran (Cochran, 1977) developed a formula 
to aid the calculation of the minimum sample size with the ability to 
imitate the population. Cochran’s method assumes that the population is 
normally distributed and attempts to verify this after computing the 
minimum required sample size. Let n denote the minimum sample size, 
Cochran (Cochran, 1977) proposes Eq. (19) as: 

n =
no

1 + no
N

(19)  

where N denotes the size of a finite population and no can be represented 
by Eq. (20) as: 

no =
Z2P(1 − P)

e2 (20) 

Here Z denotes the z-score at confidence interval e, and P represents 
the portion of the population assumed to generally represent the pop
ulation characteristics. In this work, P is taken to be 50% of the entire 
population. 

2.7. Estimation of significance level 

There exists a threshold value usually relating to the degree of sig
nificance, that validates the rejection of a hypothesis in most statistical 
tests. For the case of Kolmogorov-Smirnov’s test used in this study, we 
attempted at defining a threshold value to serve as sufficient proof for 
the rejection of a certain assertion. In this approach, confidence levels 
are calculated separately for each wind speed bin based on the modeled 
plot of wind speed and power output for each turbine; this value is 
usually found to be approximately equal for similar brand of turbines. 
The process involves binning the two-dimensional power curve devel
oped by the WTPC model, on wind speed basis and obtaining the geo
metric median for each bin. Afterwards, the Euclidean distance between 
the median point and all other data points within the bin are computed. 
The percentage variation between the largest distance value and the 
Euclidean distance from each median point to the reference x-plane will 
be utilized in calculating the confidence level. Fig. 4 depicts a modeled 
plot of wind speed and power output after binning. Let Ẋ represent the 
median point obtained after calculating the geometric median of data 
points within a specified bin (for instance, 7.5 m/s to 10 m/s) and let the 
data points within the bin be represented by X(P) = X1,X2,X3,X4,…,Xi, 
the vector Y(P) contains the distance of all data points within a bin to 
their bin-wise median point. 

Yi = EUCLIDEAN(|Xi − Ẋ|) (21) 

Here Yi denotes the distance between a data point and the median 
value Ẋ. The distance between Ẋand the reference x-plane is denoted by 
B. Therefore, the confidence level (CL) is expressed in Eq. (22) as: 

CL =

[

1 − (100 ×
Ai

Bi
)

]

(22) 

Ai denotes the data point with the largest distance from the median 
point within a specific bin, while Bi represents the distance between the 
median point and the reference x-plane for the specific bin. 

2.8. Kolmogorov–Smirnov (K-S) Test 

One of the ways of constructing limits for a set of probability dis
tribution function and for taking the amount of statistical data into ac
count is by using the Kolmogorov-Smirnov (K-S) test for the empirical 
cumulative distribution function (CDF) which is constructed for m 
observation and denoted by Fm(x). Consider the function F(x) that rep
resents a true probability distribution function of the observation, which 
in this case represents temporal instances of SCADA data and under an 
assumption that the PDF is unknown. If the observation set consists of m 
number of instances, a critical value of a test statistics dm,1− γ can be 
calculated such that a width band ±dm,1− γ as relating to Fm(x) will 
entirely contain F(x) under a significance of(1 − γ) interpreted as a 
confidence statement that signifies belief in a statistical framework. In 
such cases, a measure of the test statistics Dm = max|Fm(x) − F(x)|, 
known as the K-S test statistic is relevant for asserting the test under 
Pr
{
Dm ≥ dm,1− γ

}
= γ. Several ways for computing dm,1− γ, and for 
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numerous values of m and γ, are detailed in the work of Baselice et al. 
(2019). A good approximation of the test statistics for m > 10 is shown 
by the two Eqs. (23) and (24), according to Zhang et al. (1993). 

dm,1− γ ≈
(1 − γ)

√m
(23)  

and 

dm,1− γ ≈ (1 − γ)(
̅̅̅̅
m

√
+ 0.12 + 0.11

̅̅̅̅
m

√
)
− 1 (24) 

In both cases the limits are the cumulative distribution functions 
(CDF) which are lower Fl

m(x) and upper Fu
m(x) bounds, and are members 

of a known distribution function F(x): 

Fl
m(x) ≤ F(x) ≤ Fu

m(x) (25)  

where, 

Fl
m(x) = max

(
Fm(x) − dm,1− γ , 0

)
, (26)  

Fu
m(x) = min

(
Fm(x)+ dm,1− γ , 1

)
(27) 

It is important to note that the K-S boundaries depend on the training 
examples m. It is seen from the inequality that the left of the upper 
boundary is dm,1− γ and the right of the lower boundary is 1 − dm,1− γ; these 
boundaries are located between boundary point of the sample space far 
apart. 

2.9. Procedure 

For a conceptual understanding of the technique proposed in this 
research, we defined the method by a sequence of six steps:  

Step 
1: 

From a SCADA dataset of previous operations of a wind turbine containing 
necessary process parameters, use quantile-based filtering technique to 
detect and remove anomalous data. The algorithm is stated below:  
• Divide DataFrame into sub-frames by iterating over the power variable in 

steps of 50.  
• Define the probability distribution.  
• Apply quantiles to the probability distribution for each sub-frame in 

order to detect and remove outliers.  
• Merge all data frames.  
• END 

Step 
2: 

Use the filtered SCADA dataset for training and validation of three choice 
model types.  
• Multiple variables are inputted for model development other than wind 

speed only, with the aim of capturing actual field conditions. The 

(continued on next column)  

(continued ) 

variables utilized are: wind speed, density, blade, pitch angle, and 
temperature.  

• For this study, the models considered are architectures of RBF, MLP, and 
GBR. These models are considered because of their high estimation 
performance as recorded in the literature. 

Step 
3: 

Compare the loss distribution of the competing models for EPA.  
• The Mariano-Preve’s test for EPA is utilized in this step. The null 

hypothesis states that all competing models have EPA, the alternate 
hypothesis states that the expected loss differential between the models 
is not equal to zero under a 0.05 significance level.  

• If the null hypothesis is rejected, an algorithm compares the correlation 
coefficient of the models and select the model with correlation 
coefficient closest to one as exhibiting SPA. 

Step 
4: 

The superior model is used in generating power values corresponding to 
various wind speed, to serve as a modeled population from which inference 
about a normally functioning turbine can be drawn.  
• The population is separated into bins of wind speed intervals to serve as 

distributions representing normal operating condition (NOC) of the wind 
turbine.  

• The plot of wind speed and power output is used in generating bin 
specific significance levels to aid in K-S test decision making. 

Step 
5: 

The most suitable sample size is calculated using Cochran’s formula. This 
sample size represents the number of SCADA temporal instances required 
for the K-S test of similar distributions. 

Step 
6: 

The K-S test ascertains if a sample is drawn from a certain distribution or 
not, this is used to differentiate normal and abnormal operation.  

See Supplementary material [C] for the link to the code that contains 
data for both modeled and unmodeled SCADA parameters alongside 
implementations of all the test methods used in this work. 

3. Results and discussion 

3.1. Anomaly detection 

Fig. 5a and b represent data obtained from wind turbine SCADA 
systems. It can be seen from the plot that data obtained directly from 
SCADA systems contains numerous erroneous readings of various types 
including: Type I errors i.e., errors generated when no power output is 
recorded at times when wind speed is significantly greater than the cut- 
in wind speed; Type II errors i.e., errors generated when the output 
power is constrained at higher values of wind speed, and Type III errors 
which are errors typically generated by unsteady readings and are 
usually close to the designed value. Therefore, there is need for an 
anomaly detection and filtering approach before being utilized for 
modelling. This study makes use of a quantile-based approach which is 

Fig. 4. Significance level estimation from the modeled power curve.  
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established upon a hypothesis about the probability distribution of the 
SCADA population. It was discovered that faulty data appeared with less 
frequency compared to normal ones; if represented by a distribution, we 
could set quantiles to aid in the separation of normal data from 
abnormal data. Using the quantile-based filtration technique, proper 
filtration results was achieved as shown in Fig. 5c and d. 

The visualization of a filtered plot is usually not enough evidence 
that a filtration technique is performing optimally or that it can be 
compared to alternatives developed and used in the literature. One 
method for validating the efficiency of a filtration technique is to 
compare its elimination rate with that of its numerous alternatives found 
in the literature. Table 1 shows a comparison of the elimination rates of 
the filtration techniques adopted in this work, with existing techniques 
found in the literature. The results highlighted can be found in Morrison 
et al., (Morrison et al., 2022). They include quantile-based filtering (QF) 
adopted in this work, isolation forest (iForest), Gaussian Mixture 
Modelling (GMM), and local outlier factor (LOF). 

3.2. Developed power curves 

Two test metrics are used in evaluating superior predictive ability 
(SPA) among the utilized models. The metrics are mean absolute error 

(MAE) and coefficient of determination (R2) expressed in Eqs. (28) and 
(29), respectively. 

MAE = median(|Ŷn − Yn|) (28)  

R2 = 1 −
∑N

n=1(Ŷn − Yn)
2

∑N
n=1(Ŷn − Yn)

2 (29) 

Fig. 5. SCADA population showing (a) and (b) unfiltered SCADA data, and (c) and (d) filtered representations.  

Table 1 
The elimination rates of various filtration techniques are 
compared. This is performed with the aim of providing 
sufficient evidence about the performance of quantile- 
based filtration technique used in this work. The results 
show that the elimination rate of the QF based method is 
comparative to those utilized in the literature. This 
further confirms the efficiency of the utilized filtration 
technique.  

Method Elimination rate (%) 

QF 16 
iForest 27.47 
GMM 15 
LOF 12  
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Table 2 shows the average performance of all the models utilized in 
this study. The MLP network gave an average MAE and R2 score of 20.07 
and 0.995, respectively; RBF network resulted in MAE and R2 values of 
21.00 and 0.9949, respectively, while the GBR method gave 19.53 as 
MAE value, and 0.9953 as R2 value. In a case where only the MAE and R2 

scores are analyzed, no consideration is made about the distribution of 
model losses. This analysis may be sufficient when there is considerable 
difference between the observed MAE and R2 values. However, a 
problem arises when inference about the strength or weakness of the 
compared model is made, and when there is no significant difference in 
their observed MAE and R2 values. In such cases, the forecast error 
distribution should be considered. This study considers the MAE values 
to assert that the choice models are competitive, while SPA is validated 
by Mariano-Preve’s test of the null hypothesis. Fig. 6 indicates the 
comparison between values of actual power and estimated values. The 
1:1 line indicates perfect correlation between actual power and model 
prediction. As corroborated by the R2 values in Table 2, it can be seen 
that there exists a high correlation between actual power and model 
prediction. 

3.3. Test for superior predictive ability 

The multivariate Diebold and Mariano test can be used in comparing 
more than two competing forecasts for EPA. The original test properties 
inherited by the multivariate version includes no quadratic or symmetric 
requirement for the loss function, the errors realized during prediction 
should have a non-zero mean and can be non-Gaussian. The test state
ments are as detailed:  

Null hypothesis: H0 will denote null hypothesis. The null hypothesis states that 
all the models are performing equally or that all forecasting 
models have equal predictive ability. In statistics terms, the 
expectation for a k-th loss differential series E dt will equal 
zero to confirm EPA. 

Alternate 
hypothesis: 

H1 denotes the alternate hypothesis. When the expectation of 
the K-th loss differential series is not equal to zero, the alternate 
hypothesis is confirmed. This means the forecasting models do 
not have EPA. 

If Null: If the null hypothesis is confirmed, an algorithm randomly 
selects a model. 

If Alternate: If the null hypothesis is rejected, an algorithm compares the R2 

of all competing forecasts and select the model with an R2 value 
closest to one.  

In this study, we utilized a significance level of 95% to serve as 
sufficient deviation that indicates a rejection of the null hypothesis. The 
q value is obtained experimentally. In the work of Mariano et al 
(Mariano and Preve, 2012)., q values from 1 to 4 were utilized, the most 
optimum observed value was 3, which we employed in this research. 

The test statistic is denoted by SC. The values of the test statistic and 
p-value are calculated and utilized to confirm the acceptance or rejec
tion of a hypothesis. A rejection of the null hypothesis is validated under 
significance level α whenever SC > χ2

k,1− α where χ2
k,1− α is the (1-α) 

quantile of the chi-squared distribution, represented by (p-values).  
Table 3 presents the results from Mariano-Preve’s test. For Data 1 the 
test statistic is 0.28449, which is significantly lower than the obtained p- 
value of 0.8672. In this case, we accept the null hypothesis, leading to 

random selection of a forecasting model from the list. Data 2 presents a 
different result; the test statistic of 3.0217 is greater than the p-value of 
0.2207, validating the rejection of the null hypothesis. In this case, the 
model with R2 value closest to one is selected as having SPA. 

3.4. Estimation of Sample Size 

A sample composed of data instances from real time operation of a 
wind turbine is needed for the validation of a fault by K-S test. A larger 
sample size can also be used for K-S assessment; however, it will take a 
long time for such sample to be generated from real time instances to aid 
the K-S test. At this point, the concern is acquiring the smallest sample 
that can inherit population characteristics in order to reduce the time 
taken for asserting faults. Cochran’s formula (see Section 2.6) for 
obtaining the smallest sample size that will retain all the information of 
its population was utilized in this study. To utilize this method, certain 
parameters must be obtained; a data percentage that will have charac
teristics very close to that of the population and denoted by P, is selected 
to be 0.5 as it is obvious that a sample size half that of the population will 
inherit all the population characteristics to a large extent. The sample 
characteristics n0 is estimated from confidence and error values, taken to 
both be 0.1. The test is carried out for the two turbine SCADA dataset 
[Supplementary data [A] and [B]]. We found that the minimum sample 
size with the ability to inherit population characteristics with error ε and 
under confidence level α, is 65. This is shown in Table 4. 

3.5. Estimation of confidence level 

There exists a level of significance above which the K-S test should 
sufficiently reject the null hypothesis. Because the magnitude and fre
quency of the data varies between bins, the required significance level 
should be bin specific. This study presents a method for obtaining bin- 
wise confidence levels based on the modeled plot of wind speed and 
power output as shown in Fig. 7. A detailed explanation of this process is 
provided in Section (2.7). Bins contain wind speed intervals of 2.5 m/s. 
The farthest data point from the middle a (Watt) is used alongside the 
distance from the middle point to the reference x-plane b (Watt) for 
calculating the level of significance for each bin. It can be seen from  
Tables 4 and 5 that the significance value αs reduces with an increase in 
bin wind speed range, corresponding to increased power output. How
ever, from the rated wind speed to the cut-out wind speed, the signifi
cance level remains the same. One caveat to this method is that the first 
(Table 5) and second ( Table 6) bins cannot be used in asserting a fault. 
This is because their wind and power values are small and relatively 
close to zero. Hence, they do not possess deviations reasonable enough 
to confirm a claim, as can be seen from their recorded αs values which 
are found to be relatively high. It is also worth noting that significance 
levels are similar, regardless of the turbine being investigated. 

3.6. Fault detection 

In this research, it was hypothesized that abnormality (faults) could 
be detected by comparing the distribution of modeled power estimates 
within a specified bin with a sample of real time SCADA temporal in
stances of minimum sample size and wind speed values within the 
specified interval (bin). One such test method applied to this type of 
problem is the K-S goodness of fit. This test compares the cumulative 
distribution functions (CDF) of the modeled power output with the CDF 
of a sample of real time SCADA data within a specified bin, by calcu
lating the deviation in CDF and comparing it to a critical value defined 
by significance levels.  

Null hypothesis H0 will denote null hypothesis. The null hypothesis states that 
the population and sample were drawn from similar 
distributions or that the test statistic D is a value less than K-S 

(continued on next page) 

Table 2 
Comparison of the models based on MAE and R2. This signifies that the 
compared models are close to each other in terms of accuracy, with very little 
calculated differences. In this case, considerations have to be made regarding the 
distribution of model loss instead of visual comparison.  

Model No of Nodes MAE R2 

MLP-NN 1 20.07  0.9950 
RBF-NN 1 21.00  0.9949 
XGBoost - 19.53  0.9953  
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(continued ) 

critical value Dα ,defined by significance level αs. In this case, the 
test asserts that the turbine is performing normally. 

Alternate 
hypothesis 

H1 will denote the alternate hypothesis. Whenever the test 
statistics D reports a value that is greater than the K-S critical 
value Dα, the null hypothesis is rejected in favor of the alternate. 
This signals a fault or abnormality.  

For K-S test, one can assert a claim by comparing the test statistic D 
and K-S critical value Dα or by comparing the p-value and significance 

level αs. In either case, the result will be the same. Fault is confirmed 
whenever (D ≥ Dα) or (αs ≥ p − value). The application of K-S test for 
validating normal and faulty operations is detailed in Table 7. For each 
data sample, three tests were performed; two of these tests were normal 
operation without any associated faulty feedback, whereas one is a 
sample taken few days before SCADA system recorded faults that led to 
downtime. In cases where normal samples were analyzed, the K-S test 
displayed results that validated an acceptance of the null hypothesis, 
while in cases where the test sample was taken few days before the 
emergence of a fault leading to downtime, the results obtained from K-S 
validation indicated the rejection of the null hypothesis in favor of the 
alternate. 

Fig. 6. Actual vs Predicted power output for (a) MLP based model, (b) RBF based model, and (c) gradient boosting based model. The y = x (1:1) identity line 
represents perfect correlation. 

Table 3 
The Mariano-Preve’s table of values. It indicates the test statistics (Sc), q-value, 
significance level (α), P-value and decision.  

Dataset SC q Significance (α) P-value Decision 

Data 1  0.28449 3  0.05  0.8672 accept H0 

Data 2  3.0217 3  0.05  0.2207 Reject H0  

Table 4 
Cochran’s test for obtaining the minimum sample size with the capacity to 
possess all the information of the population.  

Dataset Population P α Z ε n0 Sample size 

Data 1 56, 560  0.5  0.1  1.65  0.1 68.2 65 
Data 2 56, 500  0.5  0.1  1.65  0.1 67.4 64  

Fig. 7. Modeled power curve of most optimal model for (a) Data 1, and (b) Data 2, utilized for the development of bin-wise confidence level and bin-wise ground 
truth for validating the K-S test. 

Table 5 
Bin-wise confidence level estimates for Data 1.   

Dataset 1 

S/n Bin (m/s) a (Watt) b (Watt) αs 

1 2.5-5.0 10 10 100 
2 5.0-7.5 150 500 0.3 
3 7.5-10.0 150 1050 0.14 
4 10.0-12.5 150 1750 0.085 
5 12.5-15.0 120 2000 0.06 
6 15.0-17.5 120 2000 0.06 
7 17.5-20.0 120 2000 0.06 
8 20.0-22.5 120 2000 0.06 
9 22.5-25.0 120 2000 0.06  
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The power distribution as specified within the wind speed intervals is 
that which is analyzed by the K-S test. Out of the seven parameters 
investigated in the work of Dao (Dao, 2022a), two other process pa
rameters including gearbox bearing temperature, and generator speed 
that provide optimal fault detection were identified, apart from output 
power. With the aim of providing further validation for faults detected 
using K-S analysis of the output power, an assessment of both gearbox 
bearing temperature and generator speed is provided. For this investi
gation, SCADA data corresponding to four process parameters, and 
captured few days before a fault is detected were utilized. The data point 
captured is of minimum sample size as required for K-S evaluation. 

Fig. 8 shows that the wind speed at the captured time interval is 
stochastic in nature, falling between (13.0 m/s and 24 m/s). We also 
observed that after the 24th instance, the wind speed exhibits higher 

frequency around 20 m/s. It can be observed that as the wind speed in 
Fig. 8 frequently exhibits high values around 20 m/s from the 24th 
instance, the output power in Fig. 9 is seen to decrease slightly. It is also 
observed that the output power attempts to correct itself back to the 
rated power range. This change in the behavior of power within speci
fied bins causes a significant shift in the frequency distribution that leads 
to large distance between the observed CDFs as calculated by K-S test 
statistics. The anomaly in power distribution from Fig. 9 can be related 
to an increase in gearbox bearing temperature as shown in Fig. 10. It is 
observed that as the output power decreased slightly, there was a 
simultaneous increase in gearbox bearing temperature, from an interval 
between 64 ◦C and 74 ◦C to an interval between 71 ◦C and 80 ◦C. This 
increase is rather minimal and may not be detected by a wind farm 
operator. Furthermore, it was identified that the K-S test could be per
formed for gearbox bearing temperature and will yield similar results as 
obtained from the K-S test performed on the output power. 

The slight decrease in output power and increase in gearbox bearing 
temperature as shown in Figs. 9 and 10 is accompanied by a decrease in 
generator speed (see Fig. 11). The generator speed generally exhibits a 
downward trend, the rate of which increases after the 24th instance. The 
analysis entails 65 instances corresponding to the minimum sample size 
that will possess the ability to retain population information as proposed 
by Cochran (Cochran, 1977). The generator speed is observed to 
decrease from 1806 revolution/minute (rpm) at the 2nd instance to 
about 1798 rpm at the 20th instance. The rate of this decrease is 
observed to improve around the 20th instance, from about 1804 rpm at 
the 23rd instance to 1785 rpm at the 60th instance. This shows that the 
results obtained from an analysis of generator speed further corroborate 

Table 6 
Bin-wise confidence level estimate for Data 2.   

Dataset 2 

S/n Bin (m/s) a (Watt) b (Watt) αs 

1 2.5-5.0 5 5  100 
2 5.0-7.5 100 500  0.200 
3 7.5-10.0 135 1000  0.121 
4 10.0-12.5 140 1550  0.090 
5 12.5-15.0 125 1950  0.064 
6 15.0-17.5 125 1950  0.064 
7 17.5-20.0 125 1950  0.064 
8 20.0-22.5 125 1950  0.064 
9 22.5-25.0 125 1950  0.064  

Table 7 
The results detailing the outcomes of K-S test. It can be seen that the K-S test accurately detects Normal and Faulty SCADA samples by either accepting the null hy
pothesis when a normal sample is tested, or by rejecting the null hypothesis when the sample is faulty.  

Dataset Bin (m/s) Nature of Sample Sample Time αs D Dα P-value Decision 

Data 1 10-12.5 Normal 05/06/2020  0.090  0.0876  0.115  0.6788 Accept H0 

Data 1 12.5-15 Normal 01/07/2020  0.064  0.0459  0.1455  0.9986 Accept H0 

Data 1 10-12.5 Faulty 03/11/2020  0.090  0.178  0.115  0.0248 Reject H0 

Data 2 10-12.5 Normal 15/03/2020  0.090  0.0831  0.115  0.7394 Accept H0 

Data 2 12.5-15 Normal 19/09/2020  0.064  0.1235  0.1455  0.2360 Accept H0 

Data 2 12.5-15 Faulty 01/06/2020  0.064  0.1787  0.1455  0.0248 Reject H0  

Fig. 8. Temporal plot of wind speed, of minimum sample size and collected few days before fault was realized in Data 2.  
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the result obtained from performing the K-S test on the output power. 
Generator speed will also yield favorable results if utilized as a variable 
for the K-S test. 

3.7. Discussion 

Discussions of benefits and limitations of this work are drawn based 
on the results from each of the sections as given: 

The quantile-based filtration technique (Sections (2.1) and (3.1)), 
detects and eliminates faulty data by defining quantiles on a distribution 
of SCADA data, on the basis of a process parameter. We utilized output 
power in this research. It is important to note that the most optimal 
quantile must be obtained experimentally and is user defined. In other 
words, the efficiency of this technique depends on several iterations 
performed with different quantile values alongside an assessment of the 
filtered plot of wind speed and power output, and the elimination rate. If 
a good quantile value is realized, this method could yield better per
formance than other techniques employed for data filtration in the 

literature. 
This study employs RBF, MLP and GBR for developing power curves 

that are compared for the extraction of bin-wise information required for 
the K-S test. The MLP and RBF are neural network based methods while 
GBR is based on a decision tree algorithm. While it is possible that one of 
the competing models was disadvantaged due to the selection of sub
optimal hyper-parameters, we attempted using the most optimal hyper- 
parameter. The superior forecasting model will possess better bin in
formation than any inferior alternative. In turn, this will reduce the 
tendency of realizing a Type 1 (incorrect rejection of the null hypothesis) 
or Type 2 (failure to reject the null hypothesis when true) errors. In cases 
where forecasting options do not have EPA, it was found that by 
analyzing the extent to which the predicted power linearly correlates to 
the observed values for each of the forecasting options, SPA could be 
confirmed. 

Cochran’s method for sample size estimation aids the acquisition of a 
minimum sample size with sampling distribution similar to that of the 
population under a specified significance level. A significance level (α) 

Fig. 9. Temporal plot of power output of minimum sample size collated few days before a fault was detected in Data 2. It corresponds to the wind speed plot.  

Fig. 10. Temporal plot of bearing temperature. Data points are of minimum sample size and collated a few days before fault was detected in Data 2.  
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of 0.05 indicates that 1 out of 20 samples will not possess adequate in
formation from the population. If this aberrant sample is used for the K-S 
test, it will result in a false positive or Type 1 error. An analysis of other 
related process parameters, as discovered in the work of Dao (Dao, 
2022a), can be used to identify such samples. If the fault obtained from 
the K-S test is not validated by the other process parameters, the sample 
should be regarded as a false positive. 

A bin comprises parameters corresponding to a wind speed of 2.5 m/ 
s intervals. The first bin contains parameters corresponding to wind 
speed values between 2.5 m/s and 5.0 m/s, and the last bin is defined by 
wind speed values between 22.5 m/s and 25.0 m/s. All bins situated 
after the rated wind speed possess the same K-S significance value (αs) 
while the value of αs decreases rapidly for bins before the rated wind 
speed. In cases where the wind speed is highly dynamic and intersects 
several bins located after the rated wind speed, the analysis could be 
carried out by merging them together because their αs values are the 
same. On the other hand, the first and second bin represented with in
tervals of (2.5 m/s - 5.0 m/s) and (5.0− 7.5 m/s) respectively, should not 
be used for K-S analysis as the results obtained using them will be 
erroneous due to the nature of their αs. 

The K-S goodness of fit test proves to be an efficient method for 
comparing the CDF of samples. The K-S evaluation is performed on the 
output power in this work; this is because αs was generated based on the 
wind turbine power curve. We observed that K-S evaluation can be 
performed on gearbox bearing temperature as well as generator rpm, 
achieving optimal results. However, it is not clear whether αs obtained 
from analyzing the power curve could be applied for such analysis. 

4. Conclusion 

This study presents a new method for operational state monitoring 
and fault detection of wind turbines based on the modeled power curve 
and Kolmogorov-Smirnov’s nonparametric goodness of fit test. ML and 
DL have been applied in recent times for conditional monitoring and 
fault detection of wind turbines. However, they are known to possess 
some limitations including long training time, enormous computational 
cost, and large data requirement. In addition, ML and DL methods 
decrease in performance over time owing to factors such as turbine 
ageing, change of critical components, and sensor recalibration. These 

reasons present the need for more reliable and efficient solutions to the 
problem of CM and automatic fault detection of wind turbines. The 
method investigated in this study attempts the validation of faults by a 
comparison of distributions. Filtered SCADA datasets [Supplementary 
data [A] and [B]] are used for the development of a WTPC model of 
optimal performance. Three modelling architectures namely: radial 
basis function, multi-layer perceptron, and gradient boosting are 
compared in order to identify the most optimal alternative. A compar
ison of the models is performed using Mariano-Preve and linear corre
lation test. Distribution information from each wind speed interval 
(bin), alongside confidence levels, is extracted from the most optimal 
model alternative to be applied for the K-S test of similarity between 
CDFs. The minimum sample size is calculated using Cochran’s formula 
and is used to specify the number of SCADA data temporal instances 
required to assert a fault or abnormality, aiding in the reduction of time 
for fault detection. The null hypothesis assumes that both samples are 
drawn from similar distributions or have similar CDFs; if the null hy
pothesis is rejected, a fault claim is asserted. This claim is assessed in 
relation to other process parameters known to provide useful informa
tion on the imminence of a fault before it is confirmed; these are 
gearbox-bearing temperature and generator speed. 

Two SCADA data associated with two fault events were utilized as 
case studies for confirming the technique proposed in this research. One 
major advantage of this method, apart from its fast computation, is its 
invariance to performance degradation over time. This sets it apart from 
ML, DL, and other parametric approaches, including neural networks, 
decision trees, support vector machines, SSL, MSA, GANs, cointegration 
methods, CUSUM-based approach, and the Chow test approach. The 
monitoring and fault detection process is also very simple. Furthermore, 
other than in wind energy, this method can find application in a plethora 
of sectors in engineering provided there is sufficient historical data for 
the formation of a frequency distribution, and a system for acquiring real 
time data to be used for comparison. 

The certainty of a fault is confirmed after analyzing other process 
parameters known to provide acceptable fault signals. A system can be 
developed where K-S test is performed on the three significant process 
parameters simultaneously, to completely eliminate Type 1 and Type 2 
errors. Currently, there exists no method for obtaining the significance 
levels needed for decision making for gearbox bearing temperature and 

Fig. 11. Temporal plot of generator speed containing instances equivalent to the minimum sample size and taken a few days before a fault was detected.  

O.S. Ohunakin et al.                                                                                                                                                                                                                           



Energy Reports 11 (2024) 2577–2591

2590

generator speed data. Hence, future works should focus on developing a 
method for obtaining confidence levels that will form decision bound
aries for the acceptance or rejection of the hypothesis. 
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