Abstract: JAVA is one of the favorite languages amongst software developers. However, the numbers of specific software metrics to evaluate the JAVA code are limited. In this paper, we evaluate the applicability of a recently developed multi paradigm metric to JAVA projects. The experimentations show that the Multi paradigm metric is an effective measure for estimating the complexity of the JAVA code/projects, and therefore it can be used for controlling the quality of the projects. We have also evaluated the multi-paradigm metric against the principles of measurement theory.
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1 Introduction

One of the important issues in the software development process is to maintain the quality of the software. Complex codes are not desirable because they are hard to maintain and reduce the quality of the software [1] [2]. The complex codes also decrease the understandability and increase the burden on reviewers, testers and maintainers. In this point of view, if the complexity is not controlled from the beginning of software development, it may cause higher maintainability and reduce the quality of the product. As a result, complex code increases the cost of software/software product. To overcome this issue, the complexity of the code should be controlled. Software metrics are the tools to control the complexity. Researchers are making continuous efforts to produce metrics to control the complexity of the code. Further, software metrics tend to compare various parameters such as cost, effort, time, maintenance, understanding and reliability. Metrics are indispensable from several aspects, such as measuring the understandability of a code, the testability of the software, the maintainability and the development processes [3].

Over last two decades, object oriented programming languages have gained considerable acceptance from the software development community. Among several object-oriented languages, JAVA has become a favorite language for developing software products. The popularity of JAVA has arisen as a consequence of its unique features. On the other hand, to evaluate the quality of the software code written in JAVA, few metrics [4] are available in the literature. We mention the effort of researchers [4-10] who tried to control the quality of JAVA by considering different aspects and features of JAVA programming. Dufour [4] proposed dynamic metrics for JAVA. Cahoon et al. [5] worked on data flow analysis for software perfecting linked data structures in JAVA controllers. Sudaresan et al. [6] researched practical virtual method call resolution for JAVA. Vijaykrishnan et al. [7] have produced tuning branch predictors to support virtual method invocation in JAVA. Qian et al. [8] proposed a comprehensive approach to array bounds check elimination for JAVA. Erik Ruf [9] proposed a methodology for the effective synchronization removal for JAVA. Shuf et al. [10] proposed a structured view and opportunities for optimizations by characterizing the memory behaviour of JAVA workloads. Mäkelä et al. [11] proposed a new client based metric, Lack of Coherence in clients (LCIC), and developed a tool for measuring the metric for JAVA projects. The authors tried to improve the quality of code through the LCIC metric, which measures how a class is used by other classes in a context. In their comparison analysis, the authors also suggested which type of refactoring is required. In another empirical study of JAVA inheritance evaluation, Nasseri et al. [12] found that larger and highly coupled classes were less cohesive and more frequently moved than smaller and less coupled classes. Kaczmarek and Kucharski [13] demonstrated how to estimate size and efforts for JAVA based applications. They presented three models of size estimations, which
were based on class and method size. The authors concluded that for big projects, for example projects of nearly one million lines of code, the average class and method size will be independent from the application size. Giuseppe [14] proposed a semantic similarity metric which combines the features and intrinsic information content. Romano [15] proposed using source code metrics to predict change-prone JAVA interfaces. None of the above works evaluate the quality of the JAVA code, which is responsible for the understandability and therefore the maintainability of the JAVA product. It is worth mentioning that maintainability is identified as one of the most important software quality [16] attributes.

In this paper, we apply a recently proposed metric [17] that was developed for multi-paradigm languages on JAVA projects. A multi-paradigm language is a language which includes features of two or more than two programming paradigms. The metric developed in [17] considered procedural, object oriented paradigm, and combined the function point metric [18] to estimate complexity due to the functionality of the code/project and an object oriented metric [19] to estimate the complexity of object oriented features. The proposed multi-paradigm metric [17] was applied in a project written in C++. Since JAVA is also a multi paradigm language, which includes features of procedural and object-oriented language, we apply the same metric to evaluate JAVA projects. In fact, the agenda of the present paper is twofold. Firstly, we want to check the applicability of the multi-paradigm metric in JAVA projects; and secondly, we want to perform more experimentation for the empirical validation of the multi paradigm metric, given that the real applicability of a metric cannot be proved without a series of empirical observations [20]. Even more, we will evaluate the theoretical soundness of the multi paradigm metric by applying the principles of measurement theory to the multi paradigm metric.

Before moving ahead, we would like to summarize our previous works in this area. We have developed metrics for procedural languages [21], object oriented languages [19], [22], [23], and multi paradigm languages [17]. One of the coauthors of this paper is also involved in developing metrics for various purposes, e.g. web-services, [24], [25], SOA and XML schema languages[26], [27], Business Process Modeling[28], etc. Another coauthor has proposed a scheme for the verification and validation of JAVA code by combining code style check and some code metrics to prioritize test cases [29].

The structure of the paper is as follows. The definition of the multi paradigm metric is given in Section 2. In Section 3, we first evaluate the metric to check its soundness from the principles of measurement theory, and then we apply the metric on JAVA projects in Section 4. The conclusion of the work is in the last section.
2 Multi-Paradigm Complexity Measure Measurement

In order to compute the complexity of software system, the authors [17] have suggested how to compute the quality of the code by considering that the overall complexity of the software system depends on the functionality as well as on different factors of the object oriented and procedural parts of the system.

Accordingly, the computation of the quality of code for multi-paradigm programs is presented as,

**Code Quality (CQ):** The CQ is defined by the number of function points to the complexity values due to all the factors in the multi-paradigm program code.

\[
CQ = \left( \frac{FP}{MCM} \right) \times 10,000
\]

(1)

where, \( FP \) [30] is the Function Point calculations for the code, and MCM represents the multi-paradigm complexity measurement and computes the complexity of the code as given in equation (2). MCM followed the similar approach of a metric developed for python [13].

\[
MCM = C_{class} + C_{Dclass} + C_{procedural}
\]

(2)

where \( C_{class} \) = Complexity of Inherited Classes,

\( C_{Dclass} \) = Complexity of Distinct Class,

and \( C_{procedural} \) = Procedural Complexity.

All these factors are defined as follows:

The complexity of an independent class is calculated first because it plays a role either in the inheritance hierarchy or as a distinct class. In other words, for calculating \( C_{class} \) or \( C_{Dclass} \), first it is necessary to calculate \( C_{class} \), the complexity of an independent class. The complexity \( C_{class} \) of an independent class can be computed as:

\[
C_{class} = W(\text{attributes}) + W(\text{variables}) + W(\text{structures}) + W(\text{objects}) - W(\text{cohesion})
\]

(3.1)

where \( C_{class} \) represents the Complexity of a single class.

In the above formula, the weight due to cohesion is subtracted because it reduces the complexity and is desirable from the point of view of software developers [1].

The weight of attributes or variables is computed as:

\[
W(\text{variables or attributes}) = 4 \times \text{AND} + \text{MND}
\]

(3.1.1)

where AND represents the Number of Arbitrarily Named Distinct Variables/Attributes, and

MND represents the Number of Meaningfully Named Distinct Variables/Attributes.
Weight of structure: \( W \) (structures) is defined as the weight of structure of the methods inside the class:

\[
W(\text{structures}) = W(BCS)
\]

(3.1.2)

where \( BCS \) are basic control structures.

Weight of objects Weight (objects) is computed as:

\[
W(\text{objects}) = 2
\]

(3.1.3)

The weights of objects are assigned as 2, because it is similar as to how an object constructor is automatically called while creating it and it is a coupling. In other words, calling a function or creating an object represents the same complexity. The coupling can also occur due to method calls, which are already considered while computing the weight of structure in MCM.

Weight of cohesion is defined as:

\[
W(\text{cohesion}) = MA / AM
\]

(3.1.4)

where \( MA \) represents the Number of methods where attributes are used, and \( AM \) represents the Number of attributes used inside methods.

While counting the number of attributes, there is no any importance of AND or MND.

\text{C1class} can be defined as:

There are two cases for calculating the complexity of the Inheritance classes depending on the architecture:

- If the classes are in the same level then their weights are added.
- If they are children of a class, then their weights are multiplied due to inheritance property.

If there are \( m \) levels of depth in the object-oriented code and level \( j \) has \( n \) classes, then the Cognitive Code Complexity (CCC) [23] of the system is given as

\[
C\text{1class} = \prod_{j=1}^{m} \left[ \sum_{k=1}^{n} CC_{jk} \right]
\]

(3.2)

\text{C0class} can be defined as:

\[
C\text{0class} = C\text{class}(x) + C\text{class}(y) + ...
\]

(3.3)

Note: All classes that are neither inherited nor derived from another are parts of C\text{0class} even if they have caused coupling together with other classes.

\text{Cprocedural} can be defined as:

\[
C\text{procedural} = W(\text{variable}) + W(\text{structure}) + W(\text{object}) - W(\text{cohesion})
\]

(3.4)
Weight of variable $W(\text{variable})$ is defined as:

$$W(\text{variables}) = 4 \times AND + MND$$  \hspace{1cm} (3.4.1)

The variables are defined globally.

Weight of structure $W(\text{structures})$ is defined as the weights of all the:

$$W(\text{structures}) = W(\text{BCS}) + \text{object.method}$$  \hspace{1cm} (3.4.2)

where BCS are basic control structures, and those structures are used globally. ‘object.method’ is a reachable method of a class using an object. ‘object.method’ is counted as 2, because it is calling a function written by the programmer. If the program consists of only procedural code, then the weight of the ‘object.method’ will be 0.

Weight of objects $W(\text{objects})$ is defined as:

$$W(\text{objects}) = 2$$  \hspace{1cm} (3.4.2)

Creating an object is counted as 2, as is described above (3.1.3). Here it refers to the objects created globally or inside any function which is not a part of any class. If the program consists of only procedural code, then the weight of the ‘objects’ will be 0.

$$W(\text{cohesion}) = \frac{NF}{NV}$$  \hspace{1cm} (3.4.3)

where NF is the number of functions and NV means number of variables. Coupling is added inside $W(\text{structures})$ as mentioned in the beginning of the description of the metric.

### 3 Theoretical Validation

For the theoretical validation of the proposed metric, we follow the properties proposed by Briand et al. [31]. Briand et al. proposed five properties for evaluating a complexity metric. These properties provide a useful guideline in the construction and validation of complexity measures and have been used by several researchers [22], [32], [33]. In the following sections, we provide all these properties and evaluate our metric against these metrics. We want to clarify that Code quality is dependent on two different complexity metrics: Function Point and multi-paradigm complexity measurement. In our formulation, Function Point calculation is estimated at the whole project level and MCM is computed at class level. The properties proposed by Briand et al. [31] evaluate complexity measures which are applied on programs/classes/modules. From this point of view, we evaluate MCM against these properties, instead of code quality of multi-paradigm programs.
Property 1: Non-Negativity

The complexity value given by MCM for a class can never be negative. In our formulation there is only one possibility for MCM values to be negative, when the weight of cohesion will be higher than that the sum of weights all other factors of that class. This is not possible because the weight of cohesion is computed as NF/NV, and this number cannot be greater than the sum of number of methods (if we assume the weight of each method in class is one), number of attributes and other parameters like variables, etc. Hence, MCM satisfies Property 1.

Property 2: Null Value

It is possible that the elements of our metric will be absent from the class; in this case our metric gives a null value. See the following Table 1.

<table>
<thead>
<tr>
<th>Class</th>
<th>att</th>
<th>str</th>
<th>var</th>
<th>Obj</th>
<th>MA</th>
<th>AM</th>
<th>Cohesion</th>
<th>Comp./MCM</th>
</tr>
</thead>
<tbody>
<tr>
<td>XX</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Since the proposed measures can get a null value in a class our measures satisfy the Property.

Property complexity 3 (Symmetry): By changing the order of statements, methods, attributes, and variables, there is no effect on our metric values. In other words, MCM will not change by changing the order of its elements.

Property complexity 4 (Module Monotonicity): If we add two classes then the MCM values of the combined classes will be equal to the sum of MCM values of the individual classes. In our formulation we have also considered the effect of interference; i.e. if the classes are in a hierarchy, then first we add the complexity of classes which are the same level and then multiply with its parent’s class. In this case, also Module monotonicity is preserved. We can take an example of classes in our case study. We consider three classes: Figure2P, Rectangle, and Oval. Figure2P is a parent class of Rectangle and Oval classes. We add all these three classes; the complexity of Rectangle and Oval will be added first and then multiplied by the complexity of the Figure2P. According to the property of monotonicity:

The complexity of combined classes in hierarchy will be estimated by:

Figure2P * (Rectangle + Oval) = 10 * (29 + 29)

\[ = 580 \] (A)

If we sum the MCM values of all in depended classes, the MCM values of combined classes are

=Figure2P + Rectangle + Oval)

\[ = 10 + 29 + 29 \]

\[ = 68 \] (B)
From equation A and B it is clear that the complexity of the combined classes is always equal to or greater than the sum of the complexity of the independent classes. As these examples confirm, our metric satisfies the module monotonicity property.

**Property complexity 5 (Disjoint Module Additivity):** This property states that if the two classes are combined, then the combined class’s complexity will equal to the sum of complexity of the independent classes. This is the property of additivity, the most important property to achieve the scale of the metric. We will take two different examples to check this property, because classes may be arranged in two ways, first in the same level and second in different levels in class hierarchy.

1. Consider the two classes at the same level. In our case study, two classes Rectangle and Oval are at the same level. Therefore, when we combine these two classes we can easily observe that the MCM values of the combined classes, i.e. 29+29 =58, will be the same as when we combine the classes independently.

2. If we combine the classes at a different level, we will also find the same result. Suppose we combine the Figure 2P- Rectangle and Figure 2P-Oval.

   The MCM values of Figure 2P-Rectangle Class= 10*29 = 290
   The MCM values of Figure 2P-Oval Class= 10*29 = 290

   The sum of these two independent classes
   
   = MCM values of (Figure 2P- Rectangle + Figure 2P-Oval)
   
   = 290+290
   
   = 580                                                                                                          (C)

   Now we compute the complexity of combined class Figure 2P- Rectangle- Figure 2P-Ovel, which is computed as

   =Figure2P * (Rectangle + Oval) = 10 * (29 + 29)
   
   = 580                                                                                                       (D)

   From equation C and D, it is proved that MCM satisfies the additive property.

   Hence, MCM satisfies this property too.

   After satisfying all these five properties, i.e. additivity, module monotonicity, symmetry, null values and non-negative, we can conclude that our MCM is a valid and sensible measure from the theoretical point of view. Further, if a complexity metric satisfies the fifth property, then the metric is also on ratio scale. Property 5 proves that MCM satisfies the additive property and is on ratio scale.
4 Applicability of Multi-Paradigm Complexity Metric on JAVA Projects

We have selected two projects for empirical validation of our metrics. Both projects are available online. We chose online projects due to two reasons: 1. the reader may also want to analyze the projects in the same way as the author. 2. They are completed and tested projects so one can assume them without any fault. The details of both the projects are the following:

4.1 Chatting Application

This is an application developed in JAVA for chat. The program is divided into two; client-side and server-side [34]. Inside this program inheritance between classes are not used; in fact, it has a simpler structure than other compared projects though it has a higher level of functionality. Therefore, it has the highest code quality. Its number of LOC (Lines of Code) is 1208.

Firstly, we estimate the MCM and the Function points to evaluate the code quality of this project. The components of the MCM are computed and summarized in Table 2.

<table>
<thead>
<tr>
<th>Class</th>
<th>att</th>
<th>str</th>
<th>var</th>
<th>obj</th>
<th>MA</th>
<th>AM</th>
<th>cohesion</th>
<th>Comp.</th>
</tr>
</thead>
<tbody>
<tr>
<td>CLIENT_INFO</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>0.5</td>
<td>3.5</td>
</tr>
<tr>
<td>MainFrame(S)</td>
<td>0</td>
<td>39</td>
<td>4</td>
<td>20</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>63</td>
</tr>
<tr>
<td>THBind</td>
<td>3</td>
<td>20</td>
<td>0</td>
<td>6</td>
<td>2</td>
<td>3</td>
<td>0.6</td>
<td>28.4</td>
</tr>
<tr>
<td>Client_P</td>
<td>2</td>
<td>102</td>
<td>5</td>
<td>14</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>122</td>
</tr>
<tr>
<td>MSG_RDR</td>
<td>0</td>
<td>8</td>
<td>0</td>
<td>6</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>14</td>
</tr>
<tr>
<td>S_Client</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>4</td>
</tr>
<tr>
<td>MainFrame(C)</td>
<td>3</td>
<td>30</td>
<td>4</td>
<td>16</td>
<td>1</td>
<td>3</td>
<td>0.3</td>
<td>52.7</td>
</tr>
<tr>
<td>Form</td>
<td>3</td>
<td>68</td>
<td>0</td>
<td>20</td>
<td>2</td>
<td>4</td>
<td>0.5</td>
<td>90.5</td>
</tr>
<tr>
<td>Sign_UP</td>
<td>0</td>
<td>18</td>
<td>0</td>
<td>16</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>34</td>
</tr>
<tr>
<td>Frame3</td>
<td>0</td>
<td>15</td>
<td>0</td>
<td>10</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>25</td>
</tr>
<tr>
<td>CHAT_WIN</td>
<td>2</td>
<td>16</td>
<td>0</td>
<td>12</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>29</td>
</tr>
<tr>
<td>MSG_READER</td>
<td>0</td>
<td>8</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>10</td>
</tr>
<tr>
<td>CMD_L</td>
<td>1</td>
<td>34</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>35</td>
</tr>
</tbody>
</table>

A graph of the complexity values (MCM) for all the classes are shown in Figure 1. If we analyze this project (see Figure 1), we can find out that the maximum complexity is 122 which belongs to Client_P Class. This class is the most complex because it has the highest number of strings (22) and variables (5). In other words, this class has several control structures with variables. The average complexity of
the classes of this project is 39. The least complex class is CLIENT_INFO with a complexity of 3.5. This class includes only two attributes and two strings.

![Complexity of all the classes](image)

The procedural complexity of this project is summarized in Table 3.

<table>
<thead>
<tr>
<th>Non-Class</th>
<th>var+str+obj</th>
<th>Complexity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cprocedural (S_CHAT)</td>
<td>9</td>
<td>9</td>
</tr>
</tbody>
</table>

The main program is not very complex and it consists of 9 variables, strings and the object (Table 3). Therefore, its complexity is 9 (Cprocedural).

Additionally in this project, all the classes are independent and no hierarchy amongst the classes is present. So this project

1. Does not have complexity due to inheritance. i.e CIclass = 0.
2. All the classes are treated as distinct classes so the complexity of the CDclasses will be sum of the complexity of all the classes; i.e.,

\[
CD_{class} = 511.1
\]

Accordingly, the value of MCM is computed as:

\[
MCM = CI_{class} + CD_{class} + C_{procedural} \\
= 0 + 511.1 + 9 \\
= 520.1
\]
The function point of this project is computed with the help of the count total computed in Table 4 and the value adjustment factors (VAF) based on the responses to the questions [30] given in Table 5.

### Table 4
Chat Application – FP

<table>
<thead>
<tr>
<th>Information Domain Value</th>
<th>Weighting factor</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Count</td>
</tr>
<tr>
<td>EIs</td>
<td>17</td>
</tr>
<tr>
<td>EOs</td>
<td>78</td>
</tr>
<tr>
<td>EQs</td>
<td>1</td>
</tr>
<tr>
<td>ILFs</td>
<td>0</td>
</tr>
<tr>
<td>EIFs</td>
<td>17</td>
</tr>
<tr>
<td>Count Total</td>
<td></td>
</tr>
</tbody>
</table>

### Table 5
Responses of questions for VAF

\[
FP = \text{count total} \times [0.65 + 0.01 \times \sum (F_i)]
\]

\[
= 505 \times [0.65 + 0.01 \times 32]
= 489.85
\]

Once we compute the MCM and function point (FP), we finally have to compute the code quality of the project.

The code complexity of this project is computed as,

\[
CQ = \frac{FP}{MCM} \times 10000
\]

\[
CQ = \frac{489.85}{520.1} \times 10000
\]

\[
CQ = 9418.38108
\]

The code quality of this project is computed as 9418, which represents that the complexity of this project is not very high. In fact, CQ values are inversely proportional to complexity, i.e. high CQ values correlates to low complexity. This point will be clearer when we compare this project with a more complex project presented and computed in the next section.
4.2 Microprocessor Simulator

Our second project is a Microprocessor simulator. This is a simple 8085 simulator program developed in JAVA [35]. This project includes 16 classes and encompasses numerous nested loops. Its number of LOC is 2332. Due to its extremely complex structure and simpler functionalities, it has a lower CQ value.

We have to compute MCM and the function points to measure the code quality of this project. Table 6 shows the different parameters of MCM for all the classes of the project. Based on the complexity values, we have devised a graph for the complexities of all the classes in Figure 2.

<table>
<thead>
<tr>
<th>class</th>
<th>att</th>
<th>str</th>
<th>var</th>
<th>obj</th>
<th>MA</th>
<th>AM</th>
<th>cohesion</th>
<th>Comp.</th>
</tr>
</thead>
<tbody>
<tr>
<td>UserRam</td>
<td>1</td>
<td>14</td>
<td>0</td>
<td>8</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>21</td>
</tr>
<tr>
<td>RunPro</td>
<td>1</td>
<td>5</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>Proceed1</td>
<td>22</td>
<td>2512</td>
<td>15</td>
<td>0</td>
<td>7</td>
<td>22</td>
<td>0.3</td>
<td>2548.7</td>
</tr>
<tr>
<td>Proceed</td>
<td>17</td>
<td>5454</td>
<td>25</td>
<td>2</td>
<td>13</td>
<td>17</td>
<td>0.7</td>
<td>5497.3</td>
</tr>
<tr>
<td>SetFlag</td>
<td>5</td>
<td>44</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>5</td>
<td>0.2</td>
<td>48.8</td>
</tr>
<tr>
<td>RunErrors</td>
<td>0</td>
<td>12</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td></td>
<td>20</td>
</tr>
<tr>
<td>MemArea</td>
<td>4</td>
<td>18</td>
<td>4</td>
<td>6</td>
<td>2</td>
<td>4</td>
<td>0.5</td>
<td>31.5</td>
</tr>
<tr>
<td>InstArea</td>
<td>2</td>
<td>18</td>
<td>0</td>
<td>24</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>43</td>
</tr>
<tr>
<td>SetC</td>
<td>2</td>
<td>15</td>
<td>3</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>0.5</td>
<td>19.5</td>
</tr>
<tr>
<td>Check</td>
<td>1</td>
<td>22</td>
<td>8</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>30</td>
</tr>
<tr>
<td>Check1</td>
<td>2</td>
<td>50</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>0.5</td>
<td>51.5</td>
</tr>
<tr>
<td>About</td>
<td>0</td>
<td>10</td>
<td>0</td>
<td>12</td>
<td>0</td>
<td>0</td>
<td></td>
<td>22</td>
</tr>
<tr>
<td>Check2</td>
<td>4</td>
<td>16</td>
<td>2</td>
<td>0</td>
<td>1</td>
<td>4</td>
<td>0.2</td>
<td>21.8</td>
</tr>
<tr>
<td>Check3</td>
<td>2</td>
<td>18</td>
<td>2</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>0.5</td>
<td>21.5</td>
</tr>
<tr>
<td>Check4</td>
<td>3</td>
<td>27</td>
<td>2</td>
<td>0</td>
<td>1</td>
<td>3</td>
<td>0.3</td>
<td>31.7</td>
</tr>
<tr>
<td>FlagsWindow</td>
<td>0</td>
<td>10</td>
<td>2</td>
<td>8</td>
<td>0</td>
<td>0</td>
<td></td>
<td>20</td>
</tr>
</tbody>
</table>

The graph in Figure 2 reflects the trends of the complexity of the classes of the projects. The average complexity of the classes is 527, which shows that, in general, the complexities of the classes are high. The highest complexity is 5497, which belongs to the class Proceed and is a consequence of the fact that this class contains the highest number of strings and that the complexity created by these strings is 5454. The lowest complexity belongs to the class RunPro, which is 4 due to its lowest amount of strings and attributes.
We have to compute the complexity of the main program to calculate the procedural complexity (Cprocedural) of the project. The main program of the project has no variables, strings or objects, so complexity of this part is estimated as zero (Table 7).

<table>
<thead>
<tr>
<th>Non-Class</th>
<th>var+str+obj</th>
<th>Complexity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cprocedural</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Additionally, this project has several inheritance hierarchies. Figure 3 demonstrates the hierarchies among different classes. In fact, these hierarchies are the main reason of the increment of the overall complexity of the project.

Figure 3 shows that five classes are the child/subclasses in four different hierarchies. In one of the hierarchies, the depth of the inheritance tree is two.
Proceed class is at level two in the hierarchy. In the formulation of the complexity of the classes due to inheritance (CIclass), the complexities of classes are multiplied by each other. Accordingly, the total complexity of the classes caused by inheritance is computed as:

\[
\text{CIclass} = \text{Complexity of (MemArea*(RunPro*(Proceed))+ FlagWindows*SetFlag + Check4*SetC + Check2*Check3)} \\
= 31.5(4(5497.3)) + 20(48.8) + 31.7(19.5) + 21.8(21.5) \\
= 692659.8 + 976 + 618.15 + 468.7 \\
= 694722.7 \\
\]

The classes which are not in the hierarchy are treated as distinct classes. The total complexities of the distinct classes are computed as:

\[
\text{CDclass} = 2736.2 \\
\]

Subsequently, the complexity of overall projects is calculated as:

\[
\text{MCM} = \text{CIclass} + \text{CDclass} + \text{Cprocedural} \\
= 694722.7 + 2736.2 + 0 \\
= 697458.9 \\
\]

The function point calculation is estimated with the information domain values for the project (to compute the total count) and value adjustment factors, as given in Tables 8 and Table 9, respectively.

### Table 8
Microprocessor Simulator – FP

<table>
<thead>
<tr>
<th>Information Domain Value</th>
<th>Weighting factor</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Count</td>
</tr>
<tr>
<td>EIs</td>
<td>0</td>
</tr>
<tr>
<td>EOs</td>
<td>17</td>
</tr>
<tr>
<td>EQs</td>
<td>0</td>
</tr>
<tr>
<td>ILFs</td>
<td>0</td>
</tr>
<tr>
<td>EIFs</td>
<td>14</td>
</tr>
<tr>
<td>Count Total</td>
<td></td>
</tr>
</tbody>
</table>

### Table 9
Responses of questions for VAF

\[
\text{FP} = \text{count total} \times [0.65 + 0.01 \times \sum(F_i)] = 183 \times [0.65 + 0.01 \times 19] \\
= 153.72 \\
\]
The Code quality of the project is computed as:
\[ CQ = \left( \frac{FP}{MCM} \right) \times 10000 \]
\[ CQ = \left( \frac{153.72}{697458.9} \right) \times 10000 \]
\[ CQ = 2.20400 \]

The code quality of this project is estimated as 2.20400.

Now we compare the above two projects. The code quality of both projects are computed as 9418 and 2.20. According to the structure of the metric, a high value of CQ represents low complexity and vice-versa. This means that the second project is comparatively more complex than the first project because its CQ value of 2.20 is much smaller than the 9418. The number of classes in the chatting application and Microprocessor simulator are 13 and 16, respectively, which are not too different (in terms of number). However, the average complexity of the Microprocessor class is 527 and the Chat application is 39, which reflects that the complexity of classes in Microprocessor simulator is much more complex in comparison to the classes of chatting applications. The complexity of the Microprocessor simulator is high because it contains a complex structure characterized by several nested loops.

The above two projects are different in nature. The MCM has well differentiated both projects in terms of their complexities. These experimentations prove the applicability of multi-paradigm metric in JAVA projects.

**Conclusion and Future Work**

A multi-paradigm complexity metric is evaluated through measurement theory and applied to the two JAVA projects. The evaluation of compliance with measurement theory has proved that this metric satisfies the additive property. This additive nature of the metric proves its theoretical soundness. Furthermore, the metric is applied to two real JAVA projects. The projects are different in nature (in terms of their architecture of the classes), and the MCM demonstrates a good differentiation between them in terms of their complexity, which reinforces that the MCM is useful in estimating the complexity of JAVA projects. As a future work, we aim to fix the thresholds [36] for MCM. To achieve thresholds, we will perform more experimentation on real projects in industry. We also plan to apply the MCM on projects developed in other languages.
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