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1. Introduction 

In a recent paper [7), lyase investigated the existence and uniqueness of solutions 
of fourth order four-point boundary value problem (bvp) of t he form 

x<4
) = f(t , x, x' , x" , x"') + e(t), 

x(O) =.x('ld = x(fJ2) = x(1) = 0, '11 :/; '72, 

where f : [0, 1) x R 4 - R satisfies the Caratheodory conditions, e E £ 1[0.1) and 
0 < 'li < 1, i = 1, 2. Prior to this, similar investigations have been undertaken 
for fourth order bvps by Aftabzadeh [1], Argwal [3) and Gupta [4], to mention a 
few; and for third order three-point bvps by Aftabzadeh et al. [2] and Gupta and 
Lakshmikantham [6) . Our present study derives its motivation from these earlier 
works. Our initial desire was to extend lyase's result to more general boundary 
conditions involving the unknown function x as well as its derivatives as was 
the case in the third order problem [2); it turned out however that we could 
do much more than this. We shall in fact show that existence and uniqueness 
results can be obtained for a wider class of fourth order equations , subject to 
varied boundary conditions. 

It is pertinent to note that fourth order boundary value problems of the type 
studied here occur in a variety of physical problems. Details of such application 
can be found in [2 , 3, 5) . 

A function g : [0, 1] x R 4 - R is said to satisfy the Caratheodory condition if 
(i) g(-. y) is measurable for every y E R 4

; 
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(ii) g(t,'·) is continuous for a.e. t E [0, 1); 
(iii) for every r > 0, there is a function "fr E £ 1 [0, 1)such that for a .e. t E [0, 1) , 

lg(t , Y)l $ 1r(t) whenever IIYII $ r . 

We shall be concerned with bvps of the forms: 

(1.1) u<*") + ~( u")u"' = g(t, u, u' , u", u"') + e(t) 

(1.2) u"(O) = u"(1) = u'('71) = u('12) = 0, 0 $ '71, '72 $ 1; 

(1.3) u<*") + t/1( u') = g(t, u, u', u", u"') + e(t) 

(1.4) u"(O) = u"(1) = u'(O) = u('l) = 0, 0 $ '7 $ 1 

(1.5) u<*v) + x( u')u" = g(t, u, u', u", u"') + e(t) 

(1.6) u'(O) = u'(1) = u('lJ) = u('12) = 0, '71 #; '72,0 $'It< 1,0 < '72 $ 1, 

We shall also consider the unperturbed equation 

(1.7) u<*•) = g(t, u, u', u", u"') + e(t) 

st~<Jied by lyase [T] together with each of the following 'boundarr conditions: . . 

(1.8) u(O) = u(1) = u'(O) = u('l) = 0, 0 < '7 ~ 1; 

(1.9) u"(O) = u111(1) = u'('71) = u('12) = 0, 0 $ '71 1 '72 $ 1; 

(l.iO) u'(O) = u"(1) = u('71) = u('12) = 0, '71 #; '72,0 $ '71 < 1,0 < '72 $ 1; 

(1 .11) u'(O) = u(1) = u"('71) = u"('72) = 0, Q.$ '1~·'12 $ 1 . 

It will be assumed, in what follows, that ~. t/1, x : R - R are continuous 
functions, g : [0, 1] 'x R'' - R satisfies the Caratheodory conditions and that 
e E £ 1[0, 1). 

2. The linear problem 

Each of the bvps specified above can be put in the form 

(2.1) L,.+ Nu = e, 

wh~~e N : X- Z is.a nonline~ operator, X and Z &fe Ban~ apaces and 

(2.2) L : D(L) C X - Z, L~ = u<i•) 

is a linear operator, whoee domain, D(L), is defined relative to the bound~y 
condition satisfied. To be more specific, let 

{ 

u E [0, 1]- R such that uU>,j = 0, 1, 2,3 
H 4(0, 1) = is absolutely COfi:tinuoua and 

u(it~) E L2 [[0 1} R] uU> = d'u 
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with the usual inner product and corresponding norm 1·14 , and let X= C3 [0, 1), 
Z = £1 [0, 1). The domain D(L) C C3 [0, 1) of Lis defined by: 

(2.3) D(L) _ { u E H 4 (0, 1) such that u satisfies one of the boundary 
- conditions (1.2), (1.4), (1.6), (1.8) , (1.9), (1.10) or (1.1) 

For the bvp (1.1), (1.2), for example, the domain of the corresponding operator 
Lis given by 

(2.4) D(L) = {u E H\0, 1) lu"(O) = u"(1) = u(r71) = u(1J2) = 0}. 

We now obtain some properties of L. 

LEMMA 2.1. Let L be defined by (2.2) and (2.3) . Then ker L = {0}. 

Proof 
We verify this for the boundary conditions (1.10) and (1.6), since the proof in 
the other cases can be obtained in the same way. Assume that u = 2:~=1 A,t' is 
a non-trivial solution of Lu = 0 and (1.10). Then from (1.10) , u'(O) = 0 =At , 
and the other three boundary conditions give: 

Ao- + A2'1~ + A3'7~ = 0; Ao + A2 '1~ + A3'7~ = 0; A2 + 3A3 = 0. 

The discriminant, A, for this system (in Ao, th, A3) is given by 

A= - ('71 - '12)['7~ + '11'12 + '1~- 3('7r + 1J2)]. 

Since '7i :f. 1J2, 0 :S '11 < 1, 0 < 1J2 :S 1, it is clear that 

,.,~ + '11 112. + '1~ - 3( '71 + '12) = - rz1 (1 - '71) - '12(1 - '12) · 

- '71 ( 1 - '72) - '71 - 2'72 < 0 

· and hence that A :f. 0. Therefore Ao = A1 = A2 = A3 = 0. 
In the case of the boundary condition (1.6) , the corresponding discriminant 

A is 

[ 
2 2 2 ] A = 3('12 - '7t) ('71 + '12) - 3('11 + '12 + '71'72) , 

I 

and it is an easy matter to show that the expression in the square bracket is 
positive, so that A :f. 0. 

CoROLLARY 2.1. Subject to the conditions of Lemma 2.1 , the equation 

(2 .5) Lu = e 

together with each of the boundary conditions {!.2), (1.4) , (1.6)., (1.8), (1.9), 
(1.10), (1.11) has a unique solution . 

I' 
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We shall next obtain expressions for the unique solutions in question. Observe 
first that since ker L = {0}, there exists, for each L, a linear map K : Z -+X 
such that for z E Z , Kz E D(L) and LKz ·= z; and for u E D(L) , KLu = u. 
Thus u = Ke is the unique solution of (2.5) for each e E Z . Apart from this, 
the existence of K will play a more crucial role in the proof of the existence 
theorems. 

LEMMA 2.2 . Let L be defined by (2.2) . Then the corre1ponding linear map 
K : Z-+ X , for each of the boundary conditions (1.2), (1.4), (1.6) , (1.8) and 
(1.10) i6 respectively given by: 

1 /1 IT 
(2.6)(K z)(t) = 6(3fJ~(t- rn)- (t3 - '1~)] Jo Jo z(s) ds dr 

+ 1' 1~ (' r z( s) ds dr do: dP; 
112 111 lo lo 

< 3 ,3> 11 r 
(2.7)(Kz)(t)= 

11
; lo Jo z(s)dsdr 

+ 1' 1" la 1T z(s)dsdrdcxdP; 

[ I' t2(t- '1) I' t 2(1- t) 1"] 
(2.S)(Kz)(t) = lo + ('1- 1) lo + '12('1- 1) lo 

x 1~ 1° 1T z(s)dsdrdcxdP; 

(2.9)(Kz)(t) = ~ [<~- ,n ;~,,~~)- (t2
- ,n] 11 foa foT z(s)dsdrdcx 

[1C tj,(t ) 1"2] l~ 10 1T . + - t/J( ' 111
) z(s)dsdr.dcxdP; 

'II f12, f11 l)a 0 0 0 

where tj,(t, '11) = 2(t3 - rrr)- 3(t2 - ,n. tj,(rn. 'ld :/; 0, tj,('11· rnt = 0; 

(2.10) (Kz)(t)= -
2
1 [<~-'ln ~(t1 "1\ -(t2 -11~)1 /1 r z(s)dsdr . ~ rn. '11 lo lo 
+ r f' _ ~(t,,1\ 1"2

] I~ (' ( z(s)dsdrdo:dP; 
ll,, ~ rn. '11 "' lo lo lo 

wlaere ~(t , ql) = (t3 - rrr>- 3(t2 - 'll)l ~(rn, ql) :/; 0; ~('111 'ld = 0. 

The expression.s (2.6)-(2.10) give the unique solution of Lu = z, subject re
spectively to the boundary conditions (1.2), (1.4), (1.6)1 (1.8) and (1.10). Each 
expression can be obtained by repeated integration of Lu = z, and using the 
appropriate boundary condition. 

\ 
\ 
1 
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3. The main results 

It will be convenient to denote by G1. and G2 the following hypotheses: 

G1 : there exist functions a E G0 [[0;1] x R 3 , R] and {3 E £ 1[0 , 1] such that 

(3. 1) ~g(t ,u,v,w , z )l ~ a(t,u , v,w)z2 + {J(t) 

for every (u, v, w, z ) E R 4 and for a.e. t E [0, l] ; 

G2 : there exis t functions p, q, ,., s E £2[0 . 1] and mE £ 1 [0, 1] such that 

(3.2) jg(t, u, v, tu, z)l ~ p(t)lul + q(t)lvl + r(t)lwl + s(t)lzl + m(t) 

Our first set of results - Theorems 3.1, 3.2, 3.3 - have to do with G 1, and is 
as follows . 

THEOREM 3.1. Let g satisfy hypothesis G 1 • Suppose there exist fun ctions 
a E C 1 [0, 1]. b, c, dE C0 (0, 1) and hE £ 1 (0, 1) such that 

(3 .3) g(t , u, v, tu, z)tu ~ a(t)zw + b(t)w2 + c(t)lvwl + d(t)juwl + h(t)lwl, 

where 

(3.4) a'(t) ~ ao , b(t) ~ -bo , c(t) ~-co, d(t) ~-do 

and ao, b0 , co, do are constants. Then, for all arbitrary ·continuous functions 
q, : R -+ R and for every e E £1 (0, 1], the bvp (1.1), {1.2) has at least one 
solution if 

(3.5) 
ao + 2bo . 2co 4do 2 

2 
+-+-2 <rr . 

7r 7r 

THEOREM 3.2. Let g satisfy hypothesis G1 and suppose there exist function s 
a, b, c, d , E C0 (0, 1) and h E £1 (0, l) such that 

(3.6) g(t , u , v , w, z)w ~ a(t)lzwl + b(t)w2 + c(t)lvwl +d(t)luwl + h(t)lwl 

where 

(3.7) a(t) ~ -ao, . ~(t) ~ -bo, c(t) ~-co, d(t) ~-do 

and ao,bo,co ,do are constants. Then for every e E £ 1 (0, 11 the bvp (1.7), (1.9) 
has at least one solution if 

(3.8) 
4co Bdo 11'

2 

rrao + 2bo + - + - < - . 
7r 11'2 2 
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THEOREM 3.3. Let g satisfy all the conditions ofTheorem 3.1 and suppose 
that 

(3.9) l'll(y)l $ .6.oiYI + .6.dyl7 ; lif(y) := 1Y ,P(s)ds, 1 S r $ 2; 

where .6.0 ~ 0, .6.1 ~ 0 are constants. Then for arbitrary e E £ 1 [0, 1] the bvp 
(1.3), (1.4) has at least one solution if 

(3.10) (
ao ) 2co 4do 2 2 + bo + .6.1 + -;- + --;;:2 < 1r • 

The ·next set of results concern hypothesis G2 and is as follows. 

THEOREM 3.4. Let g satisfy hypothesis G'l' and suppose that there exist func
tions a , b, dE C0 [0, 1}, c E C1 [0, 1) and h E £ 1 [0, 1) such that 

(3.11) g(t, u, v, w, z)w ~ !J(t)lzwl + b(t)lw2l + c(t)vw + d(t)juwl + h(t)lwl, 

where 

(3.12) a(t) ~ -ao, c'(t) $ co , b(t) ~ '-bo, d(t) ~ -do 

and ao, bo , co and do ari constant.s. Suppose further that 

(3.13) lx(Y)l $ .6.o, .6.o ~ 0 a constant . 

Then, for every e E £ 1[0, 1) the bvp (1.5), (1.6) has at least one solution if 

2 . 
1rllsl12 + (2.6.o + ao + 2llrll2) + -(.6.o +bo + !lql12) 

1r . (3.14) 

\ 
4 1 1r 

+ ,..2l1Pl12+ ,..2 (co+~do) < 2 

THEOREM 3.5. Let g satisfy hypothesis G2 and suppose that there exist func
tions a, b, c, d E CO[O, 1) and h E £ 1[0, 1] such that conditions (3.6) and (3.7) 
hold. Then, for arbitrary functions e E £ 1(0, 1], each of the bvps (1.7), (1.8); 
(1.7), (1.10), and (1.7), (1.11) has at least on~ solu,tion if 

2 4 4 1r 

(3.15) 7rllsl12, + (ao + 2llrll2) + ;(bo + 2llqll21+ ,..2 (cot I!Pib). +. ,..3 do < 2 • 
2 4 ' 8 I 1f" 

(3.16) ,..llsl!l + (ao + 1lrll2) + ;(bo + 2llqll2) + ,..2 (co + 11Pll2) + ,.-3do < 2' 
, 4 · bo • 4 ,.. 

(3.17) ,..llsl12 + (ao + 2llrll2) + ;(llPll2 ~ llqlh + 2) + ,..2(co +do)< 2' 

~------

•-,. 

!i;t:. 
I· ;; 

~ · . ~ ·'-
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respectively. 

Remarks Theorem 3.1 remains valid subject to the boundary conditions 

u"(O) = u'~(1) = u(7Jt) = u('72) = 0, 

instead of ( 1.2). Similarly Theorem 3.2 is still valid if the boundary conditions 

u"(O) = u"'(1) = u(qt) = tJ('72) = 0 

hold, instead of (1.9). 

4. Som e prelim inar ies to the proofs 

The procedure is essentially the nme as in [2), the starting point is to recast 
each of the bvps in the abstract form (2.1), which we then embed in 

Lu+>.Nu=e, 0~>..~1, 

thus facilitating the application of the Leray-Schauder continuation Theorem 
of Mawhin [8) . We shall illustrate this here for the bvp (1.1), (1.2), since a 
corresponding setting can then be easily stated for each of the other bvps., 

Let L be defined by (2,2) and (2.4), where X = C 3 [0, 1) and Z = £1[0, 1) 
are Banach spaces with their usual norms. For each u E X, z E Z let (u, z) = 
J

0
1 u(t)z(t) dt denote the duality pair . Define the nonlinear map N :X -+ Z by 

(Nu)(t) = (u"(t))u111(t) - g(t , u(t), u'(t), u"(t)1 u"'(t)) , 

so that N is bounded and continuous. Let J( : Z -+ X be the linear map (given 
by (2.6)) such that for z E Z,I<z E D(L) and LI<z = z, and furthermore for 
u E D(L), KLu .= u . Then I<N: X-+ X is a compact mapping, since (as can 
be verified by the Arzela-Ascoli's theorem) J( maps bounded subsets of Z into 
relatively compact subset of X . 

Now u E C3 [0, 1) is a solution of (1.1), (1.2) if and only if u is a solution of 
the operator equation 

( 4.1) Lu+ Nu = e 

or , equivalently, if and only if, for >.. = 1, u is a solution of 

(4.2) Lu+>.Nu=>.e, 0 ~ >. ~ 1. 

Observe from Lemma 2.1 that for >.. = 0, u = Q is the only solution of ( 4.2). 
Furthermore, with J( defined as above, u E C3 (0, 1) is a solution of (1.1), (1.2) 
if and only if for >.. = 1, u is a soltuion of 

(4.3) u+ >.I<Nu =>.I< e. 
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Thus the Leray-Schauder continuation theorem can be applied to obtain the 
existence of a solution of ( 4.3) for .A = 1. To achieve this it s uffices (see [8]) to 
show that the set of all possible solutions of the pa rameter dependent bvp 

(4.4) u(iv) + >. <P(u")u"' = .Ag(t , u, u', u" , u"' ) + >.e(t ), 0 $ >. $ 1, 

( 1.2) is a-priori bounded in X by a cons tant, independent of ).. E (0, 1) and of 
solutions of (4.4), ( 1.2). Since the existence of [{ is assured by Lemma 2.2, the 
proof of existence of solutions of each of the bvps wi ll follow once the desired 
a-priori bound is established for an appropriately defined parameter dependent 
equation and its corresponding boundary conditions. 

Now, let 

llulloo = sup lu(t)l, llulh = t lu(s) l ds , !lull~ = t lu(sWds . 
0~ 1~ 1 Jo Jo 

We sha ll have cause to use the following results [2 ; Lemmas 1- 4] . 

L F:M MA 4 .1. Let tt E C 1(0 , 1] . If 

(i) u(O) = 0, then llttll~ $ ~llu'll ~; 
11". 

(ii) u(O) = u(l), then !lull~$ :2 llu'll~ ; 
4 

(iii) u (TJ) = 0,0 $ TJ $ 1, then !lull~$ 2M;IIu' ll~. M, = max {TJ, 1 - 17} ; 
11" 

(iv) u(O) = u(l) = 0 then llulloo $ ~ llu'lh · 

5. Proof of T heorem s 3.1, 3.2 and 3.3 

We start with Theorem 3.1. Let u be an arbitrary solution of (4.4) , (1.2) . Then 

by Lemma 4.1, 

(5. 1) 

so that 

(5.2) 

(5.3) 

llu"ll ~ $ -; llu"'ll~. 
11" 

!lull~ $ : 2 M;1 llu'll ~. 

llu'll~ ~ : 2 M;,llu"ll~ 

llu"lloo = ~llu"'lh 

I
I II~ 16 ., 2 II '" II? 

16
11 "' ~ u 2 $ 71"6 M,j, M,11 tt 2 $ ;5 u 112 . 

llu'll ~ $ : 4 M;,llu"' l[~ $ :4 llu"'ll ~. 

s 

------~--·~~~~~~==~~~~~~~~~~ .. ~~~~~~~~ ...................................... ~~ .......... . --- - . -- - .. - . . 



• • 

• 

the 
) to 

of 
'Je 
·d 
tt 

• 

~~·-·_ .. 

r 
RESULTS FOR SOME FOURTH ORDER FOUR-POINT AND THREE-POINT BVPs 37 

since M,, ~ 1, M,l ~ 1. Now multiply (4.4) by u", integrate from O;to 1 and 

use (3.3) , (3.4) and the fact that 11 
u"¢(u")u"' dt = 0, to obtain I 

- r• (u"')2 dt ~ ~ t [a(t)u"u"' + b(t)u"2 + c(t)lu'u"l Jo lo · 
+ d(t)!uu"l + h(t)lu"l + e(t)u"J dt 

~ -~ [Cbo + a; )llu"ll~ + collu'll211u"ll2 

+ dollitll21!u"ll2 + (llhlh + llelh)llu"lloo] · 

From the estimates (5.1), (5.2) , (5.3) it follows that 

llu"'ll ~ ~ [(bo + a;) : 2 + : 3 co+ : 4 do] llu"'ll~+ ~(llhll1 +llell.)llu"'lb, 

so that 

(5.4) 
Hllhlh + llelh) :: p 

1!u"'ll2 ~ 1 _ -fr [~ + ~ + *1 
provided (3.5) holds, as we henceforth assume. Thus 

(5.5) llu"lloo ~ p, llu'lloo ~ p, llulloo ~ P 

by (5.4) and (1.2). 
Now let 

Mp =max lo(t , u, v , w)l fort E [0, 1) u, v, wE [-p, p) 

Np =max lt/>(w)l for wE [-p,p), 

then from (4 .4) and (3.1), 

llu(iv)lll ~ pNp + P2 Mp + IIJ31h + llelh = p• 

Since from (1.2) , u"'(t 1) = 0 for some t 1 E (0, 1), it readily follows now that 

(5 .6) llu"'lloo ~ llu(iv )lh ~ p• . 

This together with (5.5) give the desired a-prioci bound. 
Thrning now to Theorem 3.2, observe from the boundary conditions (1.9) and 

i ' Lemma 4.1 that the following estimates now hold: 

(5.7) llu"ll~ $ :2 llu"'ll~, llu'll~ ~ : 2 M;,llu"ll~. !lull~ ~ : 2 M;lllu'll~ 

•• 4 ' .~ -----
. J 
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so that, since Mq
1 

< 1, Mq, < 1, 

(5 .8} !lull~ ~ 6! llu"'ll~ . llu'll~ ~ 1~ llu"'ll~· 
7f 7f 

The actual proof of the theorem can be obtained by multiplying 

(5.9} u(iv) =· ..\g(t , u, u', u", u"') + ..\e(t) 

by u" and proceeding as in the proof of Theorem 3.1 using (3.1}, (3.6} , (3.7} 
and (3.8} . Further details will be omitted here. 

We turn lastly to the proof of Theorem 3.3. Again by Lemma 4.1 and the 
boundary conditions (1.4} , we have: 

ll u"ll~ ~ :2 llu"'ll~. 
llu"lloo ~ ~~~!':'·'lit, 

llu'll~ ~ 42 1lu"ll~. llull~ ~ 4
2 M;llu'll~. 7f 1r. 

llull~ ~ ~~ M;llu"'ll~ . llu'll~ ~ :2 llu"'ll~ · 
Now let u be any solution of the bvp 

(5.10} 

(1.4} 

u(iv) + ..\1/J( u') = ..\g(t , u, u', u", u"') + ..\e(t}, 
u"(O) = u"(1} = u'(O} = u('7) = 0. 

Then on multiplying by u", integrating from 0 to 1 and using.(3.3}, (3.4), and 
the above estimates, we have readily that · 

(5.11} llu"'ll~ ~ ~ [(ao + bo) + 2co + 4do] llu111 ll2 · 
7f2 2 7f 7f2 

1 . . 
+ 2(11ellt + llhllt)llu"'lh + IF(u'(1)}1 

But from (1.4), 

lu'(1)1 ~ 11 

lu"(s)l ds = llu"llt ~ llu"l2, 

so that by (3.9), 

I~( u'(1)}1 ~ Llollu"ll2 + Lltllu"ll~ ~ Llo llu"'ll2 + Ll~ llu111 11~ · 
• 7f • 7f 

, Using this in (5.11) , we have that 

llu"'ll2 ~ 1 
~ [llellt + II hilt + ~] 

1 i""f [ ( ~ + bo + Ll 1) + ~ + ¥1] ~ P 

RESUL1 

provide• 

and the 
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priori b 
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(6.1) 

and sin 

(6.'2) 

Moreo' 

(6.3) 

Now, n 

(6.4) 

by u" : 

-ft 
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provided (3.10) holds, as we henceforth assume. Thus, by (1.4) 

llu"lloo ~ P· llu'lloo ~ P and llulloo ~ P 

and the rest of the proof follows as in the preceding case. 

6. Proof of Theorems 3.4 and 3.5 

Because of the nature of the boundary conditions, the verification of the a
priori bound is slightly more complicated here. Indeed, starting with TheQrem 
3.4, observe first from (1.6) that there exist tiE (0 , 1), i =.1,2,3,4 such that 

u"(tl) = 0, u'(t2) = 0, u"(t3) = 0, u"'(t4) = 0. 

Thus 

(6.1) lu"(O)I ~ lfo11 

u"'(s)dsl ~ llu"'lh, llu"lloo ~ llu"'lh ~ llu"'ll2 

and similarly 

(6.2) lu"(l )l ~ llu"'lh , lu"'(O)I ~ llu(iv)lh , lu"'(l)l ~ llu(iv)ll2· 

Moreover, by Lemma 4.1, 

(6.3) llull~ ~ 4
2 M;1 llu'll~ , llu'll~ ~ -;llu"ll~. llu"ll $ 

4
2 M,2sllu"'ll~· 11' 11' 11' 

Now, multiply 

(6.4) u(iv) + .>.x( u')u" = >.g(t, u, u' , u'< u"') + ~e(t) , 0 $ >. ~ 1, 

by u" and integrate from 0 to 1 to obtain 

-lot (um)2dt = u"'(O)u"(O) - u"'(1)u"(1)- >.lot x(u')(u")2dt 

+>.lot u"g(t,u,u' , u" ,u"')dt + >. fo1 

u"e(t)dt 

~ >.lot (a(t)llu"llllu"'ll + b(t)(u")2 + c(t)u'u" + d(t)luu"l] dt 

- >. fo 1 
x(u')(u")2dt - 2llu"'lldluci")lh - Welh + llhllt) llu" lloo . 
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by {3.11) , {6.1) and {6.2). Therefore, by (3.13, {3.12) and the estimates (6.3), 

(6.5) II 111 ll2 [2 { ( 2bo) co 4do 2Llo }] II "'ll2 u 2 < - ao + - + - + - + - u 2 
- 1f 1f 1f3 ;r3 1f 

+ 2llu'"lhllu(ill)lh + (llelh + llhllt) llu"lloo, 

since M,, ~ 1, M1, ~ L Bu~ from (6.4), (3_.2), (3.13). a11d (Q.3), 

{6.6) . {4 2 2 2 } llu<•")llt ~ 3 IIPII2 + 2 llqll2 + -llrl!-2 + llslb + -Llo llu"'lb 
1f 1f 1f . 1f 

+ (llmlh + llellt), 

so that on combining this ~ith the estimate {6.5) we have readily that 

llu111 lb < 311elh + 2llmlh + llhlh 
- 1- p = p, 

where 
2 4 . 8 . • 2 

P = 2llsl!2 + -{2Llo +ao +2llrll2) + 2(Llo+bo + llqll2) + 3IIPII2 + 4(co +4do), 
1f 1f 1f 1f 

and P < 1 by {3.14). 
Thus 

(6.7) llu"lloo ~ p, llu'lloo ~ p, llulloo ~ p, 

and by {6 .5) , llu(i") lh ~ p. so that 

(6.8) · -ll-u111 lloo ~ llu(ill)lh ~ P• 

Both (6.7) and (6.8) give the desired a-priori bound . 
Next, we give an indication of the proof of Theorem 3.5 for the bvp {1.7) , 

{1.11) . From the boundary conditions (1.11) and Lemma 4.1, it will be evident 
that u111{t1) = 0 for t1 E {0 , !), and that ' 

llull2 ~ llu'lb, llu'll~ $ :2 llu"ll~, llu''ll~ ~ : 2 M;; llu"'-11~-
T hus, on multiplying {5.9) by u" and arguing i"S in the above, we have readily 
that 

llu"'ll~ ~ 2llu111lldlu(i")lh .+! [ao + !bo +· 
4
2(co +do)] llu"'ll~ 

1f 91" 1f 

+ (llelh + llhllt) llu111 lh . 
2 [ 4 1 (6.9) ~ ; 1rllsll2 + (ao + 2llrll2) + ;(IIPII2 + llqll2 + 2bo) 

I • 

+ : 2 (co+ do)] llu111 11 ~ + {3llelh + 2llmlh + llhllt)llu"'lb, 

l pr 
- 1 I 
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so that by (3.17) llu"'ll2 ~ p. 
Thus 

llu"lloo ~ p, llu'lloo ~ p, llulloo ~ P 

where p > 0 is a finite constant. 4The rest of the proof then follows as before. 
The proof, for the other bvps (1.7), (1.8') and {1.7), (1.10) can be similarly 

obtained; futther details are omitted here. 
/ 

Remarks The existence of at least one solution for each of the bvps in The
orems 3.4 and 3.5 is still assured if instead of the condition {3.6) or {3.11) g is 
assumed to satisfy 

(6 .10) g(t , u, v, w,.z)w ~ -s(t)izllwi - r(t)w2- q(t)ivllwi-p(t)iullwl- m(t)fwl, 

a condition that is implied by (3.2), as can be readily verified. Indeed, the 
following special case of Theorem 3.4 holds: 

THEOREM 3.4' . Let g satisfy hypothesis G2 and let x satisfy (3.13) . Then Jot 
arbitrary e E £ 1[0, 1], the bvp {1.5) , (1.6) has at least one solution if 

(6.11) 2 2 4 2 1(1r) . llsll2 + ;llrll2 + 1r2llqll2 + ~ IIPII2+ ;Ao ~ 2 1r + 1 

A corresponding result can be stated for Theorem 3.5. 

7. Uniqueness of solutions 

Here we shall be concerned with fourth order differential equations of the for~: 

(7.1) 

(7.2) 
(7.3) 

u(iu) +Au"' = g(t , u, u' , u" , u"') + e(t), 

u(iu) +Au' = g(t , u, u', u", u"') + e(t), 

u(iu) +Au"= g(t , u, u', u'i, u"') + e(t), 

with boundary conditions (1.2), {1.4) and {1.6) respectively, where A is a con
stant. We shall also consider the equation 

{1.7) u(iu) = g(t , u, u' ,.u" , u"') + e(t), 

together with each of the boundary conditions {1.8), {1.9), (1.10) and {1.11). 
Our uniqueness theorems will be grouped into two, according as g satisfies 

hypothesis Gt or G2. We start with G 2, and for this we make the following 
basic assumption: 

' I 

G3 : There exist functions p,q, r ,s E L2 [0, 1] such that for all (ui ,Vi, w.: ,zi) E 
R4 , i = 1, 2 and for a.e. t E. [0, 1] 
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(7.4) 
lg(t, U2 1 V2 1 W2 1 Z2)- g(t, Ut, Vt, Wt, zl)l 

~ p(t)lu2- ud + g(t)lv2 - vd + r(t)lw2- wd + s(t)lz2- zd 

THEOREM 7 .1. Let the function g satisfy hypothesis G3 and let e E L1[0,1] 
be an arbitrary function. Then each of the bvps (7.3), (1.6); (1.7), (1.8); (1.7), 
(1.10); and (1.7), (1.11) has a unique solution if 

(7.5) 2 2 4 2 1( 1f) llsll2 + -11ri12 + 2llqll2 + 3IIPII2 + -IAI < -2 -1 -
11" 1f 1f 1f +~ 

(7.6) 2 4 4 1(1f) 
llsll2 + ;llrll2 + 1r2llqll2 + 1r3 IIPII2 < 2 1 + 7r 

(7.7) 2 4 8 ( 1f ) llsll2 + ;llrlb + 1r2llqll2 + 1r3IIPII2 < 2 + 1f 

{7.8) 2 4 1( 1f) llsll2 + ; llrlb +.,7r2 (llqll2 + IIPII2) < 2 1 + 7r 

respectively. 

For the case g satisfying G 1, the following assumptions will be made: 
G4 : there exist functions a E C 1 [0,1] and b,c,d E C0 [0,1] satisfying (3.4) such 

that for all (u;,v;,w;,z;) E R 4, i = 1,2·and for a.e. t E [0, 1] 

(7.8) 

(g(.t, U2 1 V2, W2~ Z2)- g(t, Ut 1 Vt, Wt, Zt))(w2 - Wt) 

~ a(t)(z2- zt)(w2- Wt) + b(t)(w2- wt)2 

+ c(t)lv2- vdlw2 - wd + d{t)lu2- udlw2 - wd 

G5 :I there exist functions a, b, c, d E C 0[0, 1] satisfying (3.7) such that for all 
(u;,v; , w; , :;) E R 4 , i = 1,2 and for a.e: t E [0,1] 

(7.9) 

(g(t , U2, V2 1 W2 1 z2)- g(t, Ut 1 Vt 1 Wt 1 Zt))(w2- Wt) 

> a(t)lz2- zdlw2- wd + b(t)(w2- wt)2 
- I • 

+ c(t)lv2- v1llw2 - Wtl + d(t)lu2- u1llw2 - Wtl 
- )I·'' I 

\ THEO,REM 7 .2. Let g satisfy hypothesis Gt and G4 and let e E L1(0, 1] 3t, an 
ry function . Then each of the bvps (7.1), (1.2); (7.2), (1.4) , has a unique 

ion if the conditions (3.4) and (3.10), with Llt = ~lA I, hold respectively. 
. 't 

EOREM 7 .3 . Let g Sfl.tisfy hypotheses G1 and•Gs. Then for·,~arbitrary func-
e E L1(0, 1] the bvp (1.7), (1.9) ha! a unique solution if condition {3.8) 
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8. Proof of uniqueness results 

We start with Theorem 7.1 and observe from condition (7.4) that g satisfies 

(8.1) lg(t , u, v, w, z)l ~ p(t)lul-=t- q(t)lvl + r(t)lwl + s(t)lzl + lg(t , 0, 0, 0, 0)1 , 

for all (u, v, w, z) E R,4 and for a.e. t E [0, 1] . Thus (6.(0) holds and the existence 
of at least one solution for_ each of bvps in Theorem 7.1 is assured by Theorems 
3.41 and 3.5. It suffices, therefore to verify that solutions are unique. We show 
this for the bvp (7.3), (1.6). 

To this end, Jet u 1 , u2 be. two distinct solutions of (7.3), (1.6) and set X = 
u2- u1 . Then 

(8 2) X (iv). AX" (t 1 11 111) (t 1 11 111) . '+ =g ,u2,u2,u2,u2 -g ,Ut ,u1 , u1 , u1 , 

X(ryt) = X(772) = X'(O) = X'(1) = 0 

Multiplying (8.2) by X" and integrating from 0 to 1, we have, on using (7.4) 
and the estimates (6.3), which now holds for X, that 

IIX'"II~ ~ ~ [ 4
3 IIPII2 + 

2
2llqll2 + ~llrlb + llsll2 + ~IA I] IIX 111 11~ 

71' 71' 71' 71' 71' 

+ 2IIX"'IItiiX<iv)llt· 

But , by (8.2) and (7.4), 

IIX"'IItiiX(iv)lh ~ [ 
4
3 IIPII2 + ~llqll2 + ~llrll2 + llsll2 + ~IAI] IIX111 1 1 ~ · 

71' 71' 71' 71' 

Therefore, 

. 1 [4 2 2 2 ] 
{8.3)· IIX111 II~ ~ 2(1 + ~) 3IIPII2 + 2llqll2 + -llrll2 + llsll2 + -IAI IIX 111 11~, 

71' 71' 71' 71' 71' 

so that by (7.5), IIX111 11~ -~ 0. Thus IIX111 11~ = 0, and since IIXII~ ~ ~IIX"1 II~ . it 
is clear that X(t) = 0 for every t E [0, 1]. Therefore u1 = u2. 

The verification of uniqueness for the other bvps iri Theorem 7.1 proceeds as 
in the above, with obvious modifications in the arguments. Details are omitted 
here. 

We turn now to the proof of Theorems 7.2 and 7.3. Observe first that hy
potheses (7.8) and {7.9) respectively imply (3.3) and (3.6), so that under the 
conditionS" of Theorem 7.2 (resp 7.3) the existence of solutions is assured by 
Theorem 3.1 (resp 3.2). It therefore suffices to verify uniqueness o( solutions for 
each of the bvps in Theorems 7.2 and 7.3. 

To this end, let u1 , u2 be two distinct solutions of (7.1), (1.2) and s.et X = 
u2- u 1. Then 

(8 4) X (iv) AXIl/ (t 1 11 "') (t 1 11 111) . + =g ,u2,u2,u2,u2 -g ,ut ,u1,u1 , u1 , 

X"(O) = X"(l) = X'(ryt) = X'(772) = ·o. 

' . 
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Multiplying (8.4) by X" and integrating between 0 and 1, it will follow, in view 
of (7.8), the estimates (5.2) and (5.3) at the arguments in §5, that 

IIX11111~ ~ : 2 [ (a; + bf) + 
2
;

0 
+ ~o] IIX111II~, 

so that by (3.4), IIX111 11~ = 0. The ,fact that u1 = u2 now follows from the 
estimate IIXII~ ~ ~IIX111 11~· The case (7.2), (1.4) can be similarly handled . 

The proof of Theorem 7.3 can be obtained as in the above, using the appropri
ate estimates and obvious adaptations of the arguments in the proof of Theorem 
3.2. Details of this are omitted here. 
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