                                             CHAPTER ONE
                                            INTRODUCTION

1.1      Background

Not until the events of late 1920s in the United States of America (USA) and indeed the industrial world, characterized by the Great Depression, macroeconomics, as a branch of economics was non-existent by that title. Before then, it was the world of microeconomics and the classical economists and business cycle was seen as a normal fact of life.  Expected to re-occur periodically (say in every seven or eight years) no attempt was made to curtail business cycles by way of stabilization policies.  The events of the 1930s provoked a wave of new thinking.

By the mid-1940s, Keynes and Keynesian school of thought had fully emerged, providing alternative explanations to economic phenomena. Consequently, economists no longer viewed business cycles as a normal fact of life.  To the Classical economists fluctuations are real essence of a market economy.  Thus, if there is disequilibrium between demand and supply, self-correcting forces will naturally evolve to stabilize the market.  Government, in this case, need not intervene.

The Keynesians, on the other hand, were of the view that fluctuations caused by supply-demand disequilibrium could be and should be controlled.  They pointed out that business cycle characterized by expansions and contractions “are symptoms of underlying problems of the economy which should be dealt with”. By similar positions, macroeconomics found its feet in the annals of economists.  Today it has become the theoretical and practical response to the problem of inflation, unemployment, growth and business cycle.  Consequently, business cycle became an issue, both in theoretical and empirical terms.

To date literature on business cycle is abundant.  But modern business cycle research is due to the path breaking paper of Kydland and Prescott (1982).  According to Rebelo (2005: 2), three revolutionary ideas were associated with that paper. They are that:

“…business cycle can be studied using dynamic general equilibrium models.  These models feature atomistic agents who operate in competitive markets and form rational expectations about the future.  The second idea is that it is possible to unify business cycle and growth theory by insisting that business cycle models must be consistent with the empirical regularities of long-run growth.  The third idea is that we can go way beyond the qualitative comparison of model properties with stylized facts that dominated theoretical works in macro economics before 1982”.

Beyond these revolutionary ideas, another major contribution of Kydland and Prescott (KP) paper is that supply-side shock due to technological advances are the driving force behind business cycles rather than variations in demand.

It is apposite to point out that KP (1982) model is recognized and classified as a real business cycle (RBC) model.  And in the class of business cycle research, RBC has received much attention.  The RBCs are models of business cycles that explain cycles as fluctuations in potential output.  The development of such a model is in response to the disillusion with the Keynesian consumption function or even the IS-LM framework described as being too simplistic as to take care of the dynamics underlying macroeconomics particularly intertemporal substitutions and uncertainties.
Consequently, the neo-classical economists suggested that theories of RBC must be based on microeconomic foundation of choice between the present and the future consumption in an optimal control manner. Hence, the simple consumption model is an inadequate explanation of business cycle.  In the case of household, “supply of labour and demand for goods both now and in the future” will ensure that “lifetime spending was financed out of lifetime income plus any initial assets.  Such plans would then be aggregated to get total consumption spending and total labour supply” Begg, Fisher and Dornbusch (2000).  We can repeat similar process for other economic agents (firms, government…)

Given the potential output, and in the RBC explanation, the economy is disturbed by shocks such as technological breakthrough, changes in government policy, etc which alter the complicated plans of economic agents and give rise to equilibrium behavior that symbolizes a business cycle.  RBCs also constitute a point of departure for many theories in which technology shocks do not play a central role (Rebelo, 2005).  They have also become “laboratories” for policy analysis and for the study of optimal fiscal and monetary policy (Lucas, 1980). 

However, the growing volume of literature is skewed in favor of the industrial economies.  Interest in business cycles and RBC research, in particular, is gaining ground in the Latin Americas and South Asian countries.  The near non-existence of RBC research in Africa tends to suggest either the absence of the phenomenon or lack of interest in this area of research. This apparent lack of interest could be explained by the belief that there is more serious concern than business cycles in the African economies.  As a matter of fact, no economy whether developed or developing is immune to business cycle fluctuations.  In each case, persistence and magnitude of volatility is important.   According to Mathias (1969), “analyzing the nature of … economic fluctuation is important in itself but also gives insights into the process of growth in the changing structure of the economy and the social hardship brought by industrialization and economic change”.

What then is a business cycle?  There are several approaches to this definitional clarification.  According to Mitchell (1927) business cycle is characterized by a “sequence of expansions and contractions particularly emphasizing turning points and phases of the cycle”.  Lucas (1977) as contained in Kydland and Prescott (1990:2) defined business cycle as the statistical properties of the co-movements of deviations from the trend of various economic aggregates with those of real output. Kydland and Prescott (1982) described business cycles as recurrent nature of events .These definitions underscore the recurrence of upturns and downturns around the trend of macroeconomic aggregates.
This study reviews the literature on business cycle and raises some research questions with a view to exploring the applicability of RBC methodology to the Nigerian economy given the unequivocal desire to reduce sharp fluctuations and ensure steady growth. We thus adopt the more comprehensive concept of business cycle that incorporates growth with fluctuations tagged business cycle phenomenon, BCP.  The latter is defined as “…nothing more nor less than a certain set of statistical properties of certain set of important aggregate time series” (Prescott, 1986; 2).  Another definition is due to Lucas (1977; 9) in which BCP is viewed as “the recurrent fluctuations of output about trend and the co-movements among other aggregate time series”.
In what follows in this chapter, the study looks into the statement of research problem in section 1.2. In section 1.3, it considers the scope of the study while section 1.4 discusses the justification for the study. Sections 1.5, 1.6, and 1.7 deals with the statement of key research questions, research objectives and research hypotheses respectively. In sections 1.8 and 1.9 a brief outline of the methodological approach and the data sources is given leaving detailed discussion to chapter three of the study.  This chapter ends with plan of the study in section 10.
1.2. 
Statement of Research Problem
The need to understand and distinguish short-run (fluctuations) and long-run (growth) determinants of the macro-economy has been emphasized in the literature (Agenor, Mc Dermort and Prasad, 2000, and Lane, 2002). Short-run analysis provides the basis for regulating the economy and long-run analysis is concerned with longer term planning purposes. While the latter is influenced by real shocks, the former is determined by nominal shocks. This study is premised on identifying the shocks that drive business cycle fluctuations in Nigeria and classifying them into real and nominal shocks.

The deep crises that have pervaded the Nigerian economy since early 1970s posed considerable challenges to policy makers and economists. At each turn of events efforts are made to design and implement appropriate policy response. Nigeria, no doubt, has witnessed periods of boom and also recessions. In the 1970s, the economy was expanding due to large inflow of crude oil income and by the period 1981-1985, at the wake of the falling oil revenue, the economy declined, precipitating a rapid deterioration of the living standard of Nigerians. Iwayemi (1995:5) points out that “the cycle of oil price booms and precipitous decline and the associated transfer problem, in terms of the net resource outflow associated with debt repayments, triggered profound changes unparallel in the history of the economy”.

The subsequent periods were not too different as the consequences of the preceding period dragged into the following period. Macroeconomic indicators point to the grave economic situations. In particular, there were sharp fluctuations in the gross domestic product (GDP), remarkable fluctuations in inflation rates, unemployment rate, growing size and composition of government expenditure and slow growth of the domestic production. Others are chronic fiscal deficit, decline in traditional agricultural output, rural-urban drift, etc.

These outcomes can be traced to multiplicity of exogenous and endogenous factors (shocks) which in the case of Nigeria could have combined to generate business cycles. Among these shocks are: crude oil price shock  resulting in economic boom of the early 1970s; low crude oil demand shock that led to world recession following the 1979 increases in oil prices; foreign debt shock creating financial short falls in the execution of socio-economic developmental programmes; stochastic shocks resulting from inappropriate policy response to observed economic trends in terms of timing, direction and magnitude; disequilibrium between rural and urban sectors prompting extensive rural-urban drift; terms of trade shocks resulting from currency over-valuation; changes in economic structure; and institutional shocks engendered by transition from state controlled economy to market-based economy.

It is evident that managing such an economy plagued by a multitude of shocks requires effective management tools given the policy options available. Nigeria has attempted to reverse the adverse economic outcomes on the welfare of the citizenry through various macroeconomic policies including fiscal, monetary, trade and income. The objectives of policies were laudable as they were directed at full employment, price stability, high and sustainable rate of economic growth and balance of payments equilibrium. However, short-run gains at the expense of long-run growth coupled with inaccurate and inadequate data base could have precipitated business cycle in Nigeria. For instance, during the Second National Development Plan (1970-1974), the gap between government projected income and realized government revenue could have been responsible for the propagation of business cycle in Nigeria in view of the wide gap between these variables. In effect, projected revenue for 1971 was N637.2 million while actual revenue was N849.0 million. A similar observation goes for government expenditure. Table 1.1 presents the figures for that plan period.

TABLE 1.1: Second National Development Plan. Comparison of Plan Forecast with 

                     Actual Values for selected variables. (Millions of Naira)

	
	1971
	1972
	1973
	1974

	
	Plan
	Actual
	Plan
	Actual
	Plan
	Actual
	Plan
	Actual

	Gross Domestic Product
	3485.8
	5584.4
	3756.4
	6851.4
	4110.6
	7136.9
	4561.8
	8329.9

	Gross Capital Formation
	710.0
	844.9
	798.0
	1234.9
	836.0
	1480.0
	848.0
	1745.9

	Government Expenditure
	571.8
	786.5
	643.0
	889.5
	686.0
	1120.4
	718.4
	1200.7

	Government Revenue
	637.2
	849.0
	794.4
	1425.9
	947.6
	1531.8
	1140.4
	2355.4


Source: Obadan (2003:118-119)

In effect, figure 1.1 shows a visual appraisal of the gap between actual and predicted values of the selected variables. For the period being considered, the actual values were above the predicted. The extent of gap between plan forecasts and actual values can more be appreciated by observing Table 1.2 which depicts the percentage change between the two variables. It could be seen that in all cases the rate of change between plan and actual were too high. Such differences could have triggered and propagated short-run fluctuations in economic activities in the economy. 

Table 1.2: Percentage Change between Plan and Actual

	Year
	1971
	1972
	1973
	1974

	Gross Domestic Product
	60
	82
	74
	83

	Gross Capital Formation
	19
	55
	77
	106

	Govt. Expenditure
	38
	38
	63
	67

	Govt. Revenue
	33
	79
	62
	107


Source: Computed from Table 1.1

Figure 1.1: Plan Forecast and Actual Values for Selected Variables
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The real Gross Domestic Product (GDP) as a measure of the aggregate economic activities summarizes the observed trend in the economy over the period. As could be seen from figure 1.2, the real GDP has been on upward trend from the beginning of the period i.e. 1970 to 1981 when a major decline sets in. The latter trend continued till 1984 when it was evident that the economic policy framework of the nation needed a new direction. From then onwards, the economy has witnessed a smoother trend though with milderfluctuations.[image: image5.emf]2000000
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Figure 1.2: Graph of Real GDP
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In response to these various shocks, authorities in Nigeria adopted various policy choices usually in the form of economic policy measures including Stabilization Policy, 1981-1983, Structural Adjustment Programme, (SAP), 1986-1992; Medium Term Economic Strategy, 1993-1998 and the Economic Reforms 1999-2007. A major fact in macroeconomic analysis of developing economies, like Nigeria, is that they are small open economies in the sense that they cannot influence world prices and output. Domestic macroeconomic policies are thus buffeted by external shocks which eventually distort the path of the economy. Given the unpredictable nature of these shocks and the measures to curtail them, it is pertinent to examine how the various shocks can help to unravel macro-economic fluctuations in the economy and by implication the sources of business cycle phenomenon in Nigeria. In particular, this study examines three main policy shocks namely: monetary supply, technology and export supply as drivers of the Nigerian business cycle.

Consequently, this study has identified four areas of existing gaps in macroeconomic research. First, there have been few studies to unravel the existence and characteristics of business cycle fluctuations in Nigeria. This study will attempt to inquire into the issue of existence of business cycle in Nigeria. Second, the existing methodologies in macro-econometric modeling in Nigeria are most often standard system-of-equations macro-econometric and few are based on computable general equilibrium models (CGEM). In general, the CGEMs cannot accommodate shocks, crises and structural changes. They are structurally heavily parameterized and essentially static. In addition, they cannot handle uncertainties and intertemporal features. This thesis will contribute to quantitative macroeconomic assessment of the Nigerian economy based on the characterization and analyses of business cycles in a Dynamic Stochastic General Equilibrium (DSGE) framework. 

Third, econometric models provide tools for forecasting, understanding an economy and policy analysis. In this respect, this study will attempt to make contribution by providing an alternative and useful contribution to existing short-run macro-economic models particularly in the area of policy analysis. Finally, most studies on the Nigerian economy apply classical methods of estimation such as Autoregressive Moving Average (ARIMA), Instrumental Variable (IV) and Vector Error Correction(VECM) (Olomola, 2002); Vector Autoregressive (VAR) approach (Nwaobi, 2005) and VAR (Olekah and Oyaromade, 2007). This study adopts the Bayesian method of estimation of the resultant DSGE model as applied.

1.3 Scope of Study
The study covers a period of 35 years from 1970 to 2004. The choice of the base year (1970) and end of period (2004) is premised on the exigency of the quantitative nature of business cycle studies. In effect, the work requires sufficiently large sample size particularly in an environment where quarterly data are not available. Moreover, the period is sufficiently long in order to cover major political and economic events in Nigeria. Among these are oil shocks of the 1970s and recession of the early 1980’s, the post–1986 Structural Adjustment Program (SAP) of 1986-1994 aimed at setting the economy on the path of sustainable growth and development and the years of economic reforms : 1999-2004  .

The study will identify five distinct periods over the time frame and this will facilitate accounting for business cycle regularities in the economy. The sub-periods are (1) 1970-1978 which can be classified as period of growth (boom), (2) 1979-1984 as period of recession (burst), (3) 1985-1992 another period of growth (World Bank (1996) Report put the average growth rate during this period at 6%), (4) 1993-1998 period of recession and lastly 1999-2004 period of relatively small deviations of aggregate national income around the long-run trend (boom).

This study also recognizes the existence of many shocks, both domestic and external origins, which can generate and propagate business cycle fluctuations in Nigeria as mentioned in section 1.2.  In particular, there are economic and non-economic factors that could explain business cycle in Nigeria. The non-economic factors include political factors such as war and military coups while social and natural factors include religious and Niger Delta crises. However, the present study is limited to economic shocks: productivity, money supply, and exports. 

In examining money supply shocks, the study recognizes the importance of the informal sector in the economy and the fact that it constitutes large amount of money outside the banking system. However, due to data constraints on money in the informal sector, the study will be limited to the formal sector. In addition, import represents an important component of the Nigerian external trade sector. This study explicitly model export and the implications of import is captured via the terms of trade. 

1.4   Significance

Literature abounds on macroeconomic fluctuations in Nigeria including Nwaobi (undated) and Olomola (2002). The focus has been on whether business cycle are mainly result of permanent shocks to productivity, and identification of the role of monetary and fiscal policy during economic fluctuations. Subjecting the economy to a number of shocks and fluctuations, it has become necessary to understand and document the stylized facts of macro-economic fluctuations in Nigeria. It is also important to capture and answer both short-run fluctuations and intertemporal substitutions in the economy and engage Nigeria’s macroeconomic discuss within a forward-looking, dynamic and equilibrium framework analysis. 
Therefore, the approach adopted in this framework is that of dynamic, stochastic, and general equilibrium within the framework of the approach adopted in this study, it is apposite to explore underlying main policy implications which may be useful for designing macroeconomic policies in general and evaluate stabilization policies in particular. In understanding the functioning of the economy as set out in this study, it will be useful to specify and estimate a macroeconomic model for predicting the nature and character of business cycles in Nigeria in order to set a benchmark for coping with similar shocks in the future and predict direction of future policy decisions.

1.5 Statement of Key Research Questions
There are several questions that flow from the various shocks adduced to in the preceding subsections. They include the following: do business cycles exist in Nigeria?  The answer cannot be a yes because of lack of research on it and cannot be a no because there are observed historical vulnerability to external factors and fluctuations in macroeconomic variables in the economy. Thus, there is the need to investigate the phenomenon. What are the characteristics of business cycles in Nigeria if they do exist?  What are the sources of business cycle fluctuations in Nigeria? Can the impacts of the shocks mentioned above be traced to specific macroeconomic aggregates? Are business cycle fluctuations a result of temporary or permanent shocks? Are stabilization policies counterproductive?  What are the impacts of the different shocks on the amplitude of the cycles?
1.6     Research Objectives
The broad objective of this study is to examine macroeconomic policies and business cycles in Nigeria within the period 1970-2004. The specific objectives are to:

1. Establish and characterize the existence of business cycles in Nigeria;

2. Analyze the sources of business cycle fluctuations in Nigeria over the study period; and 
3. Determine the impact of some macroeconomic policy shocks on major macroeconomic variables in Nigeria, particularly monetary, productivity and export supply shocks on consumption, labour, price level, deposits, loans, interest rate, wage rate, money supply, export, and output measured by the GDP and capital stock.   

1.7   Research Hypotheses
In this study we shall examine the following hypotheses that:

1. 
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 No business cycles fluctuations existed in the Nigerian economy during the study period;
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H

 Business cycles fluctuations existed in the Nigerian economy during the study period;

2. 
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 No co-movement between the GDP and its main components in Nigeria between 1970 and 2004;
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:

H

 There were co-movements between the GDP and its main components in Nigeria between 1970 and 2004; 
3. 
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H

 No shock to the economy alters the course of the macroeconomic variables of interest in this study, that is the variable remain on their normal path; 
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:

H

 There were shocks to the economy that altered the course of the macroeconomic variables of interest in this study; and

4. 
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H

 No nominal or real facts affect Nigeria’s business cycle fluctuations. 
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 Nominal or real facts affect Nigeria’s business cycle fluctuations. 
1.8 Methodology
This section is a brief account of the methodology used in this study. A detailed account of the method adopted is found in section 3.3 of the study. Given the nature of the study two approaches were adopted in addressing the set objectives: atheoretical statistical method and formal econometric techniques of analysis known as dynamic stochastic general equilibrium (DSGE) method. The former describes the time series properties of the data, culminating in characterizing business fluctuations in Nigeria and documenting the stylized facts. In examining the other major concern of this study, a macroeconomic model is developed in an attempt to provide answers to the sources and policy implications of business cycles in Nigeria. The study has opted for the New Keynesian School (NKS) of thought approach as the theoretical base of this study. 
The NKS, like other schools of thought within the Keynesian mainstream, is based on sticky wages and prices to explain the existence of involuntary unemployment and non-neutrality of money in an economy. One of the attractions of the NKS is that it is based on microeconomic analysis, in which each economic agent maximizes its utility or profit function subject to a certain set of constraints, from the first principles. The results of such optimizing behaviors form a set of equations which are incorporated within a NKS macroeconomic framework. The other attractions of the NKS include the following: it is based on rational expectations; it can accommodate several economic agents; it requires market institutional set-up such as the assumption of monopolistic competition; relates its theoretical construction to empirically quantifiable model through the application of quantitative dynamic stochastic general equilibrium model (DSGEM).
The DSGE model that will be presented in this study draws from and is based on Nason and Cogley (1994), Schorfeide (2000), and Bergoeing and Soto (2002) model which in itself has its origin in Cooley and Hansen (1989) and McGrattan (1994).  The latter models are logical extensions of the original Kydland and Prescott (1982) model.  The choice of the works of Nason and Cogley as well as Schorfheide is premised on the need to approximate Nigerian economic environment with models that address monetary issues and business cycles.  In effect, the trend in some macroeconomic indicators shows that Nigeria experienced sharp volatility in inflation, unprecedented monetary injection into the economy, and dependence on external economy is enormous coupled with a palpable political history which can be described as political business cycle. 

The model to be developed will assume five economic agents: the household, firms, the financial intermediary, the export sector and the monetary authorities. To obtain the system of equations of the model will involve decentralized optimization which will produce the first order conditions from the optimizing behaviors of each agent. Solving the model thus requires the following steps: writing down the model, deriving the equilibrium system of equations, solving for steady-state equilibrium, and calibrating/estimating the parameters of the models. The result of this exercise will constitute the DSGE-VAR model for the Nigerian economy. Although there are several techniques of model estimation, including Generalized Method of Moments (GMM), the Maximum Likelihood Estimation (MLE), the Bayesian approach will be used in this study. The choice of the latter is discussed in section 2.6. The computer software package preferred for the estimation/simulation of the model is DYNARE (MATLAB version) version 3.6. The choice of this package is also informed by its appropriateness in handling DSGE models. The details of the criteria are found in section 3.4.
1.9 Data Sources

In this study, two sets of data will be used; namely, annual and quarterly. The annual data will be used in testing the first objective of the study. They will be sourced from domestic data producers. The thrust of using this set of data lies in the larger number of variables that will be required to demonstrate the existence of business cycle in Nigeria beyond reasonable doubt. In carrying out the other objectives of the study, quarterly data are preferred. These type of data are however uncommon in the economy. Thus, the quarterly data to be used in this thesis will be obtained from the International Financial Statistics (IFS) published by International Monetary Fund (IMF). Most of these data are available both in annual and quarterly forms. Their availability in these forms will enable us to tackle the problem of missing values which occurred in the quarterly data. To bridge such gaps we will use the Gandalfo algorithm to covert the annual data to quarterly. The details of the variables, their description and measurement will be found in section 3.5 of this study. 
1.10 Plan of Thesis.

This study continues with a literature review in chapter two. This will first of all appraise the historical context of the Great Depression that gave birth to modern macroeconomics. It will then review the business cycle theories with particular reference to the schools of thought. It will also review some models of business cycles touching on shocks theory of business cycle and business cycle stylized facts. The study further reviews solution methods of business cycles followed by estimation techniques for business cycles. This section contains some methods for identifying business cycles. It will also review some empirical studies in accounting for irregularities in data. This review of empirical studies covers industrial economies, Latin America, Africa and Nigeria. The chapter ends with the road ahead in the study.
In chapter three, the theoretical framework and the research methodology are discussed. At the onset, the philosophical stance of the study is established.  This is followed by the discussion of the theory that is relevant to this study. This chapter equally features the model of business cycle that is applied in this study, followed by a concise description of data requirement and the sources in line with the dictates of the model.

Characterizing business cycle fluctuations in Nigeria is the subject of chapter four. This chapter is designed to answer the first objective of this study which is to establish the existence of business cycles in Nigeria and correspondingly review the Nigerian policy environment. The chapter will also review the features of the Nigerian business cycles highlighting the essential characteristics touching on stylized facts using standard tools to distinguish between nominal and real variables.
In chapter five, the DSGE model for Nigeria is estimated using Bayesian method based on the DYNARE v3 (Matlab version). The results of the model are presented and discussed, highlighting the fulfillment of the hypotheses. Chapter six examines the macroeconomic policies implications of three perturbations on the economy namely: productivity, monetary supply and export supply. The summary and conclusion of the study is contained in chapter seven.
                                                 CHAPTER TWO

                                           LITERATURE REVIEW 
2.1      Introduction
This chapter reviews the business cycle literature. It is divided into three parts. Section 2 deals with a review of theoretical literature. It begins with a background appraisal of the phenomenon, discusses the Great Depression. The section ends with review of different business cycle theories. Section 3 reviews the methodological literature consisting of a look at the different methods, methods for identifying business cycles, some stylized facts and a review of estimation techniques. Section 4 reviews the empirical literature using experiences of industrial economies, the Latin American countries, the Asian economies and Africa. In section 4, the chapter ends with a prognosis on the road ahead in this study.

2.2      Review of Theoretical Literature
2.2.1 Background
The phenomenon described as business cycle predates the agricultural and the industrial revolutions in Europe. It is observed that when the industrial economies were predominantly agricultural, fluctuations in climate exerted a strong influence on business cycles. History has also documented various types of business cycles. The major ones include the Kitchin inventory cycle of 3-5 years identified by Joseph Kitchin in 1923. There are the Kuznets infrastructural investment cycles of 15-25 years proposed by Simon Kuznets in 1958.There is also the Kondratiev wave or cycle of between 45 and 60 years popularized by Nikolai Kondratiev in 1922. The Jugular fixed investment cycle (7-11 years) was identified by Clement Jugular in the 1860s.
Among these cycles, it is the Jugular cycle that is most recognized as business cycle in the sense that it bears a strong similarity with the modern concept of business cycle. In effect, in the Jugular cycle recovery and prosperity are associated with increases in productivity, consumer confidence, aggregate demand, and prices. In this type of cycle, growth period is often ended with the failure of speculative investments built on a bubble of confidence that bursts. In this respect, the cycles are influenced by periods of contraction and stagnation seemingly displaying the exit of unsuccessful non-competitive firms. However, cycles observed after the Second World War were generally more restrained and influence of government in fiscal and monetary policies became dominant.

By definition, business cycle is a wave/swing in economic activities and is characterized by four distinct phases of boom-recession-depression-recovery. In this respect, the great depression is also a business cycle but of greater magnitude i.e. one in which the economic aggregates behave as in any other business cycle but with greater variance in their oscillation. Thus, the purpose of this section is to review the various antecedents of business cycles. Here we detail the various causes of the great depression and draw the economic implications of the phenomenon.
It is apposite to note that modern business cycles analysis will be inappropriate and incomplete without a review of the historical background. Quite distinctly from the old paradigm of business cycles, the events of the 1920’s in the USA and in Europe triggered off a new wave of intellectual  appraisal of the phenomenon after the Second World War. As a first step, the study takes on the  appraisal of the historical context of the Great Depression that gave birth to modern macroeconomics and in particular the rise in interest in  business cycle analysis after World War II.
2.2.2  The Great Depression
The Great Depression, GD, in the USA and in Europe, is described as a “severe depression” which started on the ‘’black’’ Tuesday 29th October, 1929 when a record of 16.4 million shares were sold, compared to 4.8 million shares a day earlier.  That decade, the 1920s was termed “roaring twenties” because the USA economy prospered tremendously.  According to Gusmorino (1996), “the great depression was the worst economic slump ever in USA history and one which spread to virtually all industrialized world”, giving rise to the euphemism that when the American economy sneezes, the rest of the world catches cold.

The GD should be distinguished from the “Stop-Go” policies of the 1950s and 1960s. In effect, the GD describes the economic crisis of the 1930s in the USA that predates Keynesianism. It was a situation when in the face of poor economic performance authorities continued with the laissez-faire policies of the era. On the other hand, the Stop-Go phenomenon describes government action put in place in order to affect change/reforms and keep the economy on the path of growth and development. Stop-Go came alive in post Second World War in Britain when there was an apparent determination to avoid mass unemployment. Then, a threshold was set that whenever the rate of unemployment was about 2% government should initiate a “Go” policy intervention. Essentially, therefore, “Stop-Go” policies were to address two extreme situations of excessive unemployment and spiral inflation or balance of payments crisis. In recent times, Stop-Go policy has been associated with business cycles. In such cases, politicians use fiscal and monetary policies to achieve popularity during the period of a general election. In the case of the United Kingdom, Stop-Go was a phenomenon of government expenditure pattern characteristic of the two major parties. 
Several authors have proffered various explanations to help elucidate the causes of business cycles and in particular the GD. According to the Austrian School led by Ludwig von Mises, business cycle is caused by intervention of monetary authorities in the money market. This school opined that interest rate is the price that guides investment decisions. It is posited that in an unregulated economy, interest rate reflects the actual time preference of lenders and borrowers. This rate is tagged ‘’natural’’ interest rate. Thus, if government fixes interest rate by administrative fiat, equilibrium in the money market will be distorted. Consequently, demand and supply diverges.  An artificially low interest rate will cause demand for loan to be higher than the actual supply. This will lead investors to misallocate capital, borrowing and investing non-optimally in long-term projects. The periodic recessions that follow are seen as necessary corrections in the wake of periods of fiat credits expansion, when unprofitable investments are liquidated (Wikipedia, 6). Specifically, other explanations of the GD are explained below (see Gusmorino, 1996).
a).
Inequality in Wealth Distribution:

The national wealth of America was not evenly spread.  This led to unstable economy because larger proportion of money was in the hands of few families who saved and invested rather than buy American goods and services.  Consequently, excess demand emerged and persisted.  As a result, prices went up taking goods beyond the reach of Americans.  While some benefited from this disequilibrium state, others did not.  Farmers and workers in fixed income were the greatest losers. Output in the manufacturing sector increased, while wages were lagging far behind; production costs were dropping while prizes remained constant.  In the final analysis, “the bulk benefit of the increased productivity went into corporate profits”.

 The growing gap between the rich and middle-class was facilitated by federal government policy.  In particular, the revenue Act of 1926 by the conservative-controlled government favored business and hence the investors. A ruling by the Supreme Court also seemingly aggravated the gap between the rich and the poor.  In this respect, the ruling in the 1923 case Adkins v. Children’s Hospital is a case in point when the Supreme Court ruled minimum wage legislation illegal. The Credit System was another factor.  This system affords the vast majority of people the opportunity to buy now and pay later.  The installment credit allows one to experience the future today.  According to Gusmorino (1996) “this strategy created artificial demand for products which people could not ordinarily afford.  It puts off the day of reckoning, but it made the downfall worse when it came”.

Luxury spending and investment were other reasons.  The US economy relied heavily on luxury spending and investment by the rich strata of the population in the 1920s.  This was to mean that the US economy depended on the wealthy’s confidence.  However, if conditions were to take a downturn these spending will slow down even to a total halt, without a corresponding increased spending in the sector for normal good. Hence, search for greater returns on investment led to wide-spread market speculation.

Finally, mal-distribution of wealth between industries contributed to the GD.  In the 1920s, American prosperity was unevenly shared among the industries.  In 1929, only about 200 corporations controlled about fifty per cent of total corporate wealth.  While automobile was booming, agriculture was on decline.  The automotive industry became the driving force behind many other booming industries.

b. Government Policies.  
     The causes of the GD were also traced to short-sighted government policies.  The bases of these include the doctrinal foundation of the policy of government in power to the extent that business is the heart of American government.  Hence, no action was undertaken against unwise investment. The protective tariff structure which restricted import into American market was another.  By these high tariffs Europeans were unable to sell their own goods – manufactured and agricultural – in the American markets.

Finally, the weakness of international economy aided the emergence of the GD.  This weakness was caused by unequal trade relationships.  In the 1920s, America was behaving as the world’s banker, food producer and manufacturer and it bought little from the rest of the world.  Thus, without penetration into American markets, its major partners – the Europeans – could not pay interest on US loans. It was clear that Europe needed the U.S. loans to buy U.S. goods and the U.S. needed European market for U.S. goods and thus for the U.S. to prosper.  

c. Mass Speculation.  
The stock market constitutes a barometer for measuring the health of the economy.  In particular, the New York Stock Exchange was a beehive of speculative activities in the 1920s.  It did thrive under speculative boom based on confidence.  Based on the latter, people were purchasing stock on margin.  This is similar to buying goods on credit.  Profit was being made.  The craze to make more profits drove the market to absurdly high levels.  Interest rates for broker’s loans were reaching the sky at about 20 per cent. The effect of high interest rates in the goods market was the fall in demand for goods and services. However, with excess supply of shares, the price of shares began the downward trend. The rich stopped buying luxury goods and slowed down on investments.  The middle class no longer buy on credit for fear of losing their jobs and only not to be able to pay interest on goods hitherto purchased on credit.  Consequently, industrial production dropped.  Jobs were lost and incidences of default on interest payment increased.  Goods bought on credits were refunded.  Suddenly, warehouses were filled with inventories and booming industries went into comma. As a policy response, the US government imposed higher import tariff. Foreign trade partners stopped buying American products.  Consequently, more jobs were lost, more stores were closed, more banks went under and more factories closed.  Unemployment grew to five million in 1930 and up to thirteen million in 1932.  The country spiraled quickly into catastrophe.  The Great Depression had begun (Gusmorino, 1996).
As stated in the preceding paragraphs, the economic consequences of the 1930s were grave.  The gravity of the situation could be seen in the economic indicators. In effect, unemployment rate was high, industrial production fell drastically. Consequently, taxes were raised, prohibitive import tariffs policies were adopted, money supply under the control of Federal Reserve Bank (Fed) dropped precipitating bank failures and attempts by government to operate balance budget.  The decline in economic activities reached its lowest point in 1933.

Available statistics reinforced the gloomy picture of the era.  As shown by Dornbusch and Fisher (1984: 541), and by 1933 when the cycle reached a trough, unemployment rate was 24.9 per cent, consumer price index, (CPI), was at its lowest value of 75.4 (1929=100), government expenditure was at US $42.8 billion (1972-prizes), Gross National Product, (GNP), stood at the lowest value of US $222.1 billion (1972 prizes), index of narrow money supply (M1) was 73.5 per cent (1929=100), commercial interest rate was 1.7 per cent and the ratio of gross investment to GNP was at all time low of 3.8 per cent with net investment being negative.  Although there was a slight recovery between 1937 and 1938, the major expansion came only after World War II.  

The experiences of that decade led to a controversy over the main cause of the GD. The two mainstreams of economic schools of thought have tried to give theoretical support to the GD.  According to the Keynesians – a major school of thought that emerged in response to the GD– market economy was inherently unstable and on its own could have led to periods of depression and recovery.  They, therefore, recommended government intervention to stabilize the economy in order to achieve and sustain the desired economic performance.

The other school of thought is the monetarists, a variant of the classical.  According to this school, the cause of the GD could be found in the inability of the Fed to prevent bank failure and the decline of money supply between 1930 and 1933 (Friedman and Schwartz, 1963). The latter is in line with the monetary neutrality proposition which has received tremendous attention in the literature.

Even now, the debate over the causes of the GD continues.  In particular, in a paper Prescott (1999:4) contributing to the causes of the GD opined that “in the great depression, employment was not low because investment was low.  Employment and investment were low because labor market institutions and industrial policies changed in a way that lowered normal employment”.  Other literatures on the great depression include Cole and Ohanian (1999), Harold and Ohanian (2002) as well as Kehoe and Prescott (2002).  More recently, Pensieroso (2005) provides a different perspective in the explanation of the GD. He suggests using RBC theoretical and methodological approach in explaining the GD which depends on equilibrium and exogenous shock hypotheses. 

2.2.3      Business Cycle Theories
There are several approaches to reviewing business cycle theories. However, they share some common properties. One of this is the fact that there is always a driving force behind economic fluctuations. The latter may be some kinds of shocks, frictions, or disturbances that constitute the original cause of the cycle. In addition, most theories build on propagation mechanism that amplifies and translate small short-lived shocks into large, persistent economic fluctuations.

In this study, we review business cycle theories from certain basic propositions constituted by the schools of thought previously summarized. These are the Classical School of thought (CS) and its variants the Monetarists and The New Classical School (NCS), the other mainstream, the Keynesian School of thought (KS) and its variants notably the New Keynesian School (NKS).
(a) The Classical School of Thought

A standard classical business cycle model is embodied in the one proposed by Kydland and Prescott (1982) and in McGrattan (1994), which is being used here as a reference point. The objective of the researchers is to account for fluctuations in aggregate data by quantifying the responses of output, consumption, investment and hours worked following technology shocks. Thus, the theoretical underpinnings lie in the behaviour of a rational maximizing agent to changes in the economic environment. Indeed, business cycle theory used deductive or quantitative theoretical inference and business cycle research is largely drawing inference from growth theory for business cycle fluctuations. Prescott (1998)
There are certain assumptions that drive the classical business cycle fluctuations. These include an infinitely large number of identical households that take decisions on consumption, investment and labour supply over time. Each household or the representative household faces a budget constraint, and capital accumulation constraint. Firms in the economy maximize profit subject to budget constraints. Both firms and households operate within a competitive market system where prices are assumed to be given. In addition, they also assume a one-good closed and no government economy. The only source of fluctuation in this standard business cycle model is technology process.

The model described above predicts that at equilibrium the household’s decision functions are optimal given the price functions and the law of  motion for per capita capital stock; the firm’s decision are optimal given the pricing function; market clearing conditions are satisfied in all markets: labour, capital and good; and rational expectation maintained. Kydland and Prescott (1982) propose a methodology that can be used to approximate these decision functions.

The standard classical business cycle model was applied to post World War II quarterly data of the US economy and the results suggest that the model can account for much of the observed variability in output, investment and capital stock. According to this school of thought with automatic-correcting forces, there will be no deviation from the path of natural real GDP growth. In this manner, there is no business cycle and unemployment is a transitory phenomenon with inbuilt stabilizer. Unemployment occurs because of the prevailing inflexibility of wages and not because fiscal and monetary policy are not adopted by government .This class of business cycle model has come to be known as the Real Business Cycle, RBC.

In spite of these conclusions, this standard model presents some shortcomings. Some of them are consequence of the underlying assumptions. In effect, a world with only one form of shocks, no nominal frictions, and absence of government, perfect competition and autarky situation is unimaginable. In this respect, the RBC models have come under serious criticisms. Summers (1989) raise four short comings. First, the working parameters used in the model cannot be tied securely to growth and micro-economic observations as is the case in the model. These parameters as used by Prescott include share of household time allocated to market activities, average real interest rate taken as 4% and intertemporal elasticity of substitution. All these were arbitrarily assumed and difficult to support in reality.
Second, Summers observes that in Prescott’s model, the central driving force behind cyclical fluctuation is technological shock and the propagation mechanism is intertemporal substitution in employment. In the word of Summers, “there is no independent evidence from any source for either of these phenomena”.  Third the Prescott’s argument that carries out a price-free economic analysis comes under criticism. Price and price mechanism is a major cornerstone in economic analysis. In effect and in Summers opinion, it is hard to understand how economic model can be said to have been tested without price data.

Lastly Summers was convinced that exchange failure was responsible for the great depression between 1929 and 1933 in the USA. At that period, firms had output that they wanted to sell and workers wanted to exchange their labour for it, but exchange did not take place. And this ought not to have been ignored as did Prescott in his model. According to Summers, “a model that embodies exchange is a minimum prerequisite for a serious theory of economic downturn”. He objected to situations in which particular phenomenon such as exchange failure is ignored simply because we do not yet fully understand it.

Addressing these issues and other research questions raised by Prescott’s RBC is the way towards generalized and acceptable business cycle theory. Good enough, this has been the trend. No wonder, various modifications and extensions to the KP (1982) model have been on. In particular, Prescott (1998) identifies some problems associated with RBC for which computational and dynamic stochastic general equilibrium tools have been recently developed or are being developed, such as the dynamic general equilibrium models. Some of the so called open problems as listed by Prescott are the roles of organizations in business cycle; the role of money in business cycle; the role of policy in determining labour-leisure time allocation; the international business cycle; introducing contractual constraints using modern contractual theory; introducing plant irreversible investment; computing equilibrium when a distribution is part of the state variable; the role of costly financial intermediation in business cycle and role of varying number of shifts that plants are operated.
(b) The Monetarist School of Thought

Another school of thought, the monetarist school provided an alternative to the Keynesian assumptions of nominal wage rigidity and non-market clearing in order to explain the existence of business cycles. The reference point was Friedman “fooling” model. In this model, it is postulated that labour supply curve is dependent on expected real wage w/pe rather than the actual real wage w/p. The implication of this is that the presence of imperfect price information on the part of workers will allow the economy to deviate from the long-run natural level of output and thus generate business cycles. The Friedman model is an important development in modern business cycle theories.
(c) The New Classical School

 The basic tenet of the New Classical School of thought is the policy ineffectiveness proposition (PIP) in which it is postulated that no systematic stabilization policy either fiscal or monetary has any real influence on the economy, except on nominal variable. According to them, policy can only have a real effect if it is unanticipated. Their methodology is built on the tradition of sophisticated mathematical general equilibrium model in which all individual economic agents are assumed to be rationally optimizing. And this is the approach encountered in the standard classical business cycle theory.

The New Classical model is built around certain assumptions including the Friedman’s market-clearing, imperfect information as well as the assumption of rational expectations. The latter is based on the belief that people make their best forecasts of the future based on all data currently available rather than having to learn and catch up with the current situation. In rational expectation models individuals are forward-looking and they adjust their expectations to their best forecasts of the future. With RE, errors in expectations occur only randomly and independently. What is important to business cycle theory is the behavior of the supply curve. In this respect, a distinction is generally made between local and aggregate supply curve.

In effect, an individual will be willing to supply more if the price of his/her product rises relative to the general price level. In this case, it is assumed that individual knows the price of own product but as a result of information asymmetry could not directly observe the price of other products- a situation generally described as “Lucas Island”. Consequently, once there is any price change individual must infer whether it is a local or an aggregate price shock. Given the possibility of individual making incorrect guesses, the economy is bound to deviate from the natural level of GDP and generate business cycle. Such circle known as real business cycle, RBC, results from “agents’ willingness to trade-off work and leisure between the present and the future since there was an anticipated change between the current and future real wage rate” (Alege, 2004:14). The RBC theory emphasizes micro-economic foundations of the macro economy to highlight the possible existence of cycles in a generally equilibrating economy.
(d) The Keynesian School of Thought

The Keynesian revolution was a major intellectual response to the Great Depression (GD) of the 1930s. From theoretical standpoint, the Keynesian critique of the classical auto-correcting mechanism rest on two axes. First, is the failure of demand to adjust because of deflation or weakness of demand i.e. inability of real GDP to respond to an increase in the real money supply or a fall in the real interest rate. Second, the failure of supply to adjust as a result of rigid wages i.e. inability of the nominal wage rate to adjust by the amount needed to maintain equilibrium in the labour market.  This school postulates that unemployment is caused by weak demand. To them, therefore, business cycle is caused by suboptimal price adjustment following the shock.

Using the IS-LM apparatus, to analyze aggregate demand (AD) and aggregate supply (AS), the Keynesians assume that not all prices are flexible, existence of money illusion and distribution effects as well as inelastic price expectations. In this line of argument, nominal wage rigidity and non-market clearing assumptions are critical. According to Reside Jr. (undated), the standard AD-AS model interprets aggregate demand shocks as emanating from autonomous changes in the money supply, government spending, investment and consumption. Aggregate supply shocks emanate from changes in productivity with short-run and long-run effects on output. These are associated with permanent shocks. Similarly, the AD shocks have short-run effects and they are neutral with respect to output in the long-run. Thus, AD shocks are interpreted as temporary or transitory shocks.

In response to business cycle fluctuations, the Keynesians propose government intervention in order to stabilize aggregate demand and thereby minimize the negative effects of welfare loss inherent in business cycle fluctuations and which can instigate social disequilibria. However, the major shortcoming of this school of thought is the inability of the model to incorporate dynamic effects, rational expectations and microeconomic foundation criteria to support their position. According to the Keynesians, business cycles are results of failure of the economic system due to frictions or market imperfections. Consequently, the economy experiences depressions and fails to achieve the efficient level of output and employment. In their postulations, financial frictions, sticky prices and other adjustment failures constitute the propagation mechanism. Thus, both technology and monetary shocks are considered to be important sources fluctuations.

In terms of business cycle research, the Keynesians will normally introduce their beliefs in government intervention in order to stabilize the seemingly costly business cycle fluctuations. A reference point for illustrating this is the model due to McGrattan (1994). The essence is to reconcile the shortcomings observed in the classical business cycle model once fiscal shocks are included in the model. Thus, the theoretical base remains the growth theory.

However, the main difference between the original classical model and the McGrattan (1994) “Keynesian” model result from varying the assumptions of the model. In effect the representative household preference in the “Keynesian” model now depends on government consumption, and divisible labour. The household budget constraint is now influenced by tax payments and government transfers. Quite apart from the only technology shock (supply side shock) this approach contains additional shocks notably government consumption, tax rate on capital and tax rate on labour. All other assumptions adduced to in the standard classical business cycle model remain unchanged.

However, following McGrattan (1994), at equilibrium the model predicts that the household decision functions are optimal given the pricing function, the law of motion for per capita capital stock, and the government transfer function; the firm’s decision are optimal given the pricing functions; government satisfies its budget constraint per period market clearing condition satisfied for labour, capital and good; and expectations are rational and sustained.

This “Keynesian” business cycle model with fiscal shocks is able to mimic the fluctuations of U.S aggregate data. Thus, this model with divisible labour, variable tax rates and government consumption does perform better that the standard classical business cycle model. In effect,   McGrattan (1994) shows that the contribution of technology shocks to fluctuations in output and employment is significantly less than that predicted by Kydland and Prescott (1982). This implies an intertemporal decision choice as the households are less willing to increase investment and hours worked when these activities are being taxed. However, the shortcoming of this model lies in the fact of the absence of intertemporal substitution between hours worked and leisure, and the reality of imperfect information.

(e) The New Keynesians

We now consider the New-Keynesian School (NKS). Its philosophical foundation is rooted in the Keynesian mainstream. However, its main difference lies in the methodological approach to analyzing business cycle phenomenon. It assumes the existence of (1) involuntary unemployment (2) monetary non-neutrality and (3) short-run inflexibility of wages and prices. The proponents of this school rely on sticky wages and prices to explain the existence of involuntary unemployment and why monetary policy is non-neutral on economic activities. Gordon (1990) provides a coherent theoretical explanation for the sluggish behaviour of prices and these include menu costs and aggregate-demand externalities: prices do not adjust spontaneously to clear market because information is costly; the presence of staggering prices phenomenon; possibility of coordination failure resulting into recession; and presence of efficiency wage theory which is defined as a function of the wage received.

The theoretical model of NKS is based on rational expectations and microeconomic foundation and usually summarized in three equations that depict the optimizing behaviour of economic agents in the economy. These are the aggregate demand curve or the traditional Keynesian IS curve; the aggregate supply which takes the form of money demand relationships; and forward-looking version of the Phillips curve. In general, NKS characterizes the dynamic behavior of output, inflation and nominal interest rate.

The NKS share common features with the earlier generations of RBC by retaining the idea that technology shocks can be quite important in shaping the dynamic behaviour of key macroeconomic variables (Ireland, 2004). The proponents of this school believe that other shocks might be important and in particular that the presence of nominal price rigidities “helps determine exactly how shocks of all kinds impact on and propagate through the economy”. Their popular model is the dynamic stochastic general equilibrium model, DSGEM.

Thus, based on formal DSGEM, NKS proponents have been examining quantitatively and with the aid of econometric methods the features and business cycle fluctuations of an economy. In general, their results have reinforced the conclusion that nominal shocks are as well important as technology shocks. In spite of its small size, the DSGEM is popular among researchers including Mankiw (1989), Clarida, Gali and Gertler (1999) and Negro and Schorfheide (2003).

2.3 Review of Methodological Literature
2.3.1 Some Methods for Business Cycle Analysis
(a) Atheoretical Statistical Method

The existence of business is characterized by a sequence of expansions and contractions particularly emphasizing turning points and phases of cycles. It could also be characterized by statistical properties of the co-movements of deviations from the trend of various economic aggregates with the real output (see page 3). A number of researchers have used atheoretical approach in capturing business cycle fluctuations. In this class, statistical measures serve as the basis for decision without recourse to serious a prior hypothetical-deductive approach. Using that method Kydland and Zarazaga (1997) examine the hypothesis that “real” factors rather than nominal shocks are the predominant cause of economic fluctuations in Argentina. Based on two types of data (described as real GDP old and new estimates) they use a method that is influenced by Kydland and Prescott (1990). The method consists in the detrending of the series using Hodrick-Prescott filter and statistical measures to determine the cyclical behaviour of the real GDP and its major components.

Their results point to the fact that nominal factors do not seem to be able to account for any significant fraction of business cycle fluctuation of Argentina. They, thus, concluded that there was need to give consideration to real factors in explaining business cycle fluctuations in Argentina. Following this result, the authors suggest the need to embark on further empirical and theoretical work which will lead to a better understanding of the economic fluctuations and of the real effects of inflation stabilization in Argentina.

 Agenor, Mc Dermott and Prasad (2000) document the main stylized features of macroeconomic fluctuations in twelve developing countries: Chile, Columbia, India, The Republic of Korea, Malaysia, Mexico, Morocco, Nigeria, the Philippines, Tunisia, Turkey and Uruguay. They also use atheoretical approach that does not impose on the data any strong a priori belief on a particular theory of business cycles. Their approach leads to using cross-correlations between domestic industrial output and a large group of macroeconomic variables. They also examined the effects of economic conditions in the selected countries. They use both Hodrick-Prescott (HP) and Band –Pass (BP) detrending procedures in the study.

The study on “Business Cycle Fluctuations in Brazil” carried out by Ellery Jr., Gomes and Sachsida (2002) is based on two approaches: atheoretical and theoretical-the standard growth model. The first part of the paper which is relevant to our study documents the empirical relationship in the postwar Brazil between GNP and other key variables such as consumption, investment, productivity and hours worked. The authors employ two filters to extract the cycles namely the Hodrick-Prescott filter and the Band-Pass filter. This detail was to ensure the robustness of the detrending techniques.

Among the results of the study for the period 1970–1998: personal consumption displays a contemporaneous cross–correlation with the GNP; consumption of durables is more volatile than the GNP and the total personal consumption; investment in fixed capital is less volatile than the total investment suggesting that changes in inventories are more volatile than the investment; the flow of employment is important to explain the behaviour of the aggregate labour market; and variations in total hours worked are due to variations in the number of individuals employed and to variations in average hours worked.

In a more recent study on macroeconomic volatility in Latin America, Singh (2006) examines the recent recovery in the region and raises the question whether or not the recovery constitutes a fundamental break with the regions history of boom-bust cycles. His approach was atheoretical in tracing how macroeconomic volatility and financial crisis had adversely impacted on growth and other development indicators over time. The paper concludes that “there are encouraging signs that steps are being taken to strengthen policy frameworks and lock in more stable macroeconomic environment”. This paper employs minimal statistical measurements in describing the business cycle behaviour.

Arias, Hansen and Ohanian (2006) also employ both atheoretical and theoretical approaches in examining why business cycle fluctuations have become less volatile. The study is based on quarterly US aggregate time series data (1955:3 to 2003:2). In the paper, business cycle is defined as the deviation from the Hodrick-Prescott trend. Using the percent standard deviation as a measure of volatility the authors show that volatility has decreased over the variables considered when the period is subdivided into two, namely 1955: 3 to 1983:4 and 1984:1 to 2003:2.

(b)       A Prior-Based Methods
Another strand of methods for business cycle analysis is based on economic theory. The theories relevant to these methods have been discussed in section 2.2.3 above. They could be Classical or Keynesian. Although these are different theories of business cycles they share some common properties. There is always a driving force behind economic fluctuations, some kind of disturbance or shock, which constitutes the origin of cycle. In addition, most theories build on a propagation mechanism that amplifies shocks especially if the latter are small and short-lived.

Following from the proceeding paragraph, we can divide theory-based business cycle models into two broad categories. On the one hand, there are business cycle theories that regard cycles as a failure of the economic system. Accordingly, perceived frictions and imperfections in the economy led to depressions and economy fails to attain the efficient level of output and employment. This group of models relies on financial frictions, sticky prices and monetary shocks or other adjustment failures as the propagation mechanism. In this category, both technological shocks and monetary shocks are considered to be important sources of economic fluctuations. This is in line with the New Keynesian School.
On the other hand, there is a class of model that regards business cycles as the optimal reaction of the economy to unavoidable shocks. In this respect, shocks are propagated through intertemporal substitution within an efficient market mechanism. In this explanation, technological shocks are considered to be the main course of economic fluctuations. Such explanation is due to the Classical and these sets of models are usually referred to as Real Business Cycle (RBC) models.

Consequently, competing theories of business cycles differ in which shocks and mechanisms they emphasize. To this end, it is pertinent to note that there are many shocks and disturbances that are present in an economy. The most popular and on which modern real business cycles are based are the technology shocks (Kydland and Prescott, 1982). This type of shock is subject to a random process. A positive technological shock brings about better methods of production, efficiency and hence higher productivity. The reverse can be postulated in the case of negative shocks.

There are also monetary shocks. In this case, random changes in money supply or interest rates are potential source of fluctuations. Other shocks include weather or natural disaster, political shocks and taste shocks. It has been established that some of these shocks are not large enough to serve as a direct explanation of business cycles. However, there is the likelihood of mechanism existing within the economy, which can amplify those shocks and propagate them over time. In this case, the study notes three of such propagation mechanism including intertemporal substitution, sticky prices and friction in the financial sector.

In general, most business cycles are far less severe than the great depression of the 1930s. We have discussed the severity of economic conditions during that period earlier. A potent research question is thus whether normal business cycles are caused by the same kind of frictions that led to the great depression. While the Keynesians believe that the possibility is real, the RBC theorists postulate that breakdowns like the GD are phenomena distinct from usual business cycles. They argue that usual cycles can be explained as the optimal reaction of an efficient market system to economic shock. The RBC model by Kydland and Prescott (1982) is the first in this generation. 

Of major interest to us, from the above is to determine whether such cycles are small-scale failures of the economic system or simply the reactions of an efficient market to shocks. In doing this it has become a natural response to build a number of model economies that include alternative propagation mechanisms, expose the model economies to shocks and see whether the outcomes looks like real–world business cycles. This is the standard RBC approach in which an equilibrium model is built and exposed to productivity shock. Such an approach and view of business cycle models are not only appropriate for developed economies but germane for policy analysis in less developed countries, LDCs.

Hamilton (2005) believes that there is no such thing as the business cycle as most modern business cycle models want us to believe. They are simply models of economic fluctuations which do not exhibit clearly articulated phases through which the economy could be said to pass in a recurrent pattern. According to him, such models reflect a desire to integrate the determinants of long-run economic growth and the cause of short-run economic downturns within a single unified theory of aggregate economic performance. This view of business cycle theories is also pertinent for macroeconomic analysis in LDCs. 

Depending on the research focus, a business cycle model can be exposed to one or several shocks. In particular, the Kydland and Prescott (1982) model introduced technical progress as supply shock (as against the usual demand- driven business cycles). Similarly, in Prescott (1986), Long and Plosser (1983), King, Plosser and Rebelo (1988), Gali (1999), King and Rebelo (2000), Stadler (1994), Plosser (1989) and Basu (1998), technology shocks play dominant role to explain the driving force behind  macroeconomic fluctuations. 

There are, however, serious doubts over the fact that technology shocks are the central driver of business cycles. The controversy resulted from the computation and treatment of total factor productivity (TFP) as a measure of exogenous technology shocks (Prescott, 1986). TFP may not after all be a measure of true shocks to technology. In this respect, Hall (1988) and Evans (1992) as contained in Rebelo (2005:8) pointed out that TFP could be forecast using military spending or monetary policy indicators, respectively.

From these observations, it follows that Prescott’s TFP is not a pure exogenous shock, but has some endogenous components. Other researchers have used variable capital utilization, variability in labour effort and changes in markup rates to drive important wedges between TFP and true technology shocks. The implication of the magnitude of true technology shocks is likely to be much smaller than that of the TFP as used by Prescott. (Rebelo, 2005) This result does not indicate that technology shocks are unimportant. Another area of controversy is the role of technology shocks in generating recessions. While researchers agree that expansions in output, beyond the short-run, are driven by TFP increases derived from technical progress the controversy rages on whether or not recessions are caused by TFP declines.

Lastly, macroeconomic researchers have engaged themselves on the issue relating to the importance of technology shocks as a business cycle impulse. Some, including the initiators of the debate Gali (1999), Francis and Ramey (2001) contended that a structural vector autoregressive model specification (assuming that technology shocks are the only source of long-run changes in labour productivity) produces in the short-run hours worked fall in response to positive shock to technology. This finding contradicts the standard RBC predictions and in particular the findings of King, Plosser and Rebelo (1988), King (1991), and Christiano, Eichenbaum and Vigfusson (2003).

In the recent years, efforts have been made to identify alternatives to technology shocks in RBC models. Majority of such models are based on basic RBC model as in the New Keynesian business cycle model which attaches importance to nominal variables, incorporated monetary policy rules and often refer to the traditional IS-LM framework. So far, a number of non technology shocks have been identified by researchers. We now turn to Rebelo (2005) for a review of these shocks.

(1) The oil shocks. The research question here is to examine if movements in oil and energy prices are associated with recessions. Rotemberg and Woodford (1996) and Finn (2000) found that these energy prices “shocks improve the performance of RBC models but they are not major cause of output fluctuations”.

(2) Fiscal shocks. In this direction, researchers have studied the effect of tax rate and government spending shocks on RBC models. Among them are Christiano and Eichenbaum (1992), Baxter and King (1993), Braun (1994) and Mcgrattan (1994). They found that although fiscal shocks improve RBCs ability to replicate the model economy, “there is not enough cyclical variation in tax rates and government spending for fiscal shocks to be a major source of business fluctuation”. Additionally, Ramey and Shapiro (1998) explore the effects of changes in the composition of government spending. Further, the effects of large temporary increases in government spending in the presence of distortionary taxation were examined by Burnside, Eichenbaum and Fisher (2004). Others are Chari,Christian and Kehoe (1994) and Wendy, Eichenbaum and Fisher (1999).

(3)  Investment-specific technical change. This has become a standard shock which can be incorporated into a RBC model and initiated by Greenwood, Hercowitz and Krusell (2000). The research question was to test whether or not investment-specific technological progress has impact on the productivity of old capital goods. Researchers have found out that investment-specific shocks make new capital goods more productive or less expensive, raising the real return to investment. This is contrary to result expected from a standard RBC model where a positive shock makes both labour and existing capital more productive. In particular, Fisher (2003) finds that “investment-specific technological progress accounts for 50% of the variation in hours worked and 40 percent of variation in output”

(4) Monetary shocks. This class of RBC models has received a lot of attention in the literature. The main focus is the study of the role of monetary shocks in RBC models that incorporate additional real elements as well as nominal frictions. In term of real elements, Bernanke, Gerther, and Gilchrist (1999) examined the role of credit frictions in influencing the response of the economy to both technology and monetary shocks. Dixit and Stiglitz (1977) used monopolistic competition as a real element. This type of shock when introduced into product and labour markets gives firms and workers nontrivial pricing decisions. Classified as “the most important nominal frictions are sticky prices and wages” when they are built into RBC-based monetary models. According to Rebelo (2005);

“prices are set by firms that commit to supplying goods at the    posted prices, and wages are set by workers who commit to   supplying labour at the posted wages. Prices and wages can only be changed periodically or at a cost. Firms and workers are forward   looking, so in setting prices and wages, they take into account that it can be too costly, or simply impossible, to change prices and  wages in the near future”.

Other researchers who have used monetary shocks include Wallace (1998,2001) and Clarida, Gali and Gertler (1999). An important lesson of this class of RBC-based monetary models is that they can generate impulse responses to monetary shock. It was found out that in these models technology shocks continue to be important but monetary forces play a significant role in shaping the economy’s response to technology shocks. In fact, Linde (2004) and Valles (2004) according to Rebelo (2005) found that a large short-run expansionary impact of technology shock requires that monetary policy be accommodative.

(5)  Multiple equilibrium models. The problem is to expose RBC-based models to features such as externalities, increasing returns to scale or monopolistic competition with possibility of multiple equilibra. There are two features of multiple equilibrium models that make them attractive. On the one hand beliefs are self-fulfilling and hence belief shocks can generate business cycles. In this case if agents become pessimistic and think that the economy is going into a recession, the economy does indeed slowdown. On the other hand, multiple equilibrium models tend to have strong internal persistence. These types of models do not need serially correlated shocks to generate persistent macroeconomic time series. From the preceding paragraph it should be noted that the drawback to the current generation of multiple equilibrium models is the requirement that belief must be volatile but coordinated across agents. Additional work on multiple equilibra models can be found in Gali (1996) and Cass and Karl (1983).

(6) The endogenous cycles. These are models that generate business fluctuations from internal sources. The background to this is that fluctuations result from complicated deterministic dynamics. It is known that many of them are based on neoclassical growth model which makes them similar to RBC models. (Boldrin and Woodford, 1990). However, some researchers have identified some problems. These types of models on the one hand, are subjected to complex perfect foresight path which makes such assumptions doubtful. On the other hand, models with deterministic cycles often exhibit multiple equilibria. Hence, they are susceptible to the influence of belief shocks. (Reichlin, 1997)

(7) The “news shock.” This type of shock explores the possibility of a new technology becoming drivers of business cycles (Cochrane, 1994). The basic tenet of this type of shock is that if agents expect the diffusion of new technology in future such news may have a positive effect of future productivity. Does such news generate an expansion today? In the alternative, if the impact is smaller than expected, will it generate a recession? In an attempt to explain this phenomenon Beaudry and Portrer (2004) have shown that standard RBC models cannot generate co movement between consumption and investment in response to news about future rise in productivity. The model requires strong complementarities between durables and non durable consumption and abstracts from capital as an input into the production of investment goods. 
Besides the RBC models are the class of Dynamic Stochastic General Equilibrium (DSGE) models. These are based on the New-Keynesian theory. There are many variants within the avalanche of literature on DSGE models although they all share the same basic theoretical framework: dynamically intertemporal optimizing agents, market clearing, monopolistic competition and sticky/sluggish prices and wages. Various classifications can be envisaged and by far the most comprehensive are by subjects. Studies using DSGEMs have been done in the following areas; methodology, consumption, investment, money, labour, fiscal policy, development, asset pricing, solution techniques and industrial dynamics. More often, studies using DSGE models contain the theory/model, the estimation technique/statistical tests as well as applications. This study takes interest in some of the studies reviewed in the previous sections. The important ones are Bergoeing and Soto (2002), Smet and Wouters (2002, 2005), Nason and Cogley (1994) and Schorfheide (2000, 2002).

2.3.2   Methods for Identifying Business Cycles: The Data Filtering Process

Data filtering process is an important feature in identifying business cycles. According to Canova (1998) and as contained in Baldini (2005:10), measuring business cycle involves some arbitrariness since filtering approaches generate different conclusions.  There are  several detrending techniques of which the commonly used ones in macroeconomics are (1) the standard approach due to Hodrick-Prescott (HP); (2) the ARMA model-based approach (AMB); (3) a procedure defined as ‘modified’ Hodrick-Prescott filter (MHP) which is a combination of H-P filtering methodology and the AMB approach; and (4) the frequency domain approach as applied by a band-pass filter developed by Corbae, Ouliaris, and Phillips (2002).

In view of the importance of filtering to this study, we review the HP filter since it is being used in the study. Macroeconomic time series generally exhibit some regular patterns of movement such that it could be decomposed into three components namely trend (T), seasonal variation (S) and irregular variation (I). The component described as trend is the long-term movement in the series. Thus, business cycle study is concerned primarily with the analysis of the cyclical behaviour of the series around the trend. Consequently, there is the need to isolate this trend from macroeconomic time series hence the need for detrending.

However, in characterizing business cycle regularities, it is necessary to conceptualize the term trend. According to Lucas (1977), business cycle component of a variable is its deviation from trend. The trend, according to Kydland and Prescott (1990) results from the process of applying a filter and in particular the HP filter to the raw data. In this respect, the HP filter has become a very useful tool in economic time series analysis. Its main purpose is to help in decomposing a time series into its high and low frequency components or in another terminology the non-stationary time trend or stationary residual component. Thus, the HP filter estimates an unobserved time trend for time series variables.

Formally, we can write the relation engendered in the time series as follows:
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From the equation above, ht is a stationary process and hence yt could be seen as noisy signal for the non-stationary time trend gt. Consequently, our problem is how to extract an estimate 
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 from yt (Yakhin, 2003). The gt obtained from the HP filtering process produces trends that are close to the one students of business cycle and growth would draw through time plot (Kydland and Prescott, 1990). Once the trend is known, the deviation could be calculated and subjected to statistical analysis.

Alternatively, in the original concept, HP filter is a moving average filter of wide applications to obtain a smooth estimate of the long-term trend component of a series. It removes a smooth trend  
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 from some given data 
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 by solving the following equation:
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The business cycle component will then be measured as the deviation from the trend
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 in the equation above controls for the smoothness of the trend series by penalizing the acceleration in the trend relative to the business cycle component. 

 Although, the HP filter has become popular in business cycle estimation in short-term economic analysis at policy making institutions, there are some shortcomings inherent in its application. Some of these as contained in Araujo, Areosa and Neto (2003) include the following: HP filter can artificially introduce cycles in the time series being considered; HP filter is not a time invariant procedure and hence economic cycles generated are complex; HP filter introduces undesirable properties including phase distortion and poor frequently selectivity; the choice of filter parameter 
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 is arbitrary although certain values are generally associated and accepted for monthly, quarterly, and annual data; HP filter displays unstable behaviour at the end of the series; and as an ad-hoc filter, HP filter may be inadequate for certain series raising the possibility of generating spurious results. In spite of these, it should be noted that there is no detrending technique that is perfect. Hence, in this study, HP technique is used.

2.3.3    Business Cycle Models and the Stylized Facts. 

One of the major outcomes of business cycle research is the documentation of the business cycle stylized facts. These facts form bases to understanding the structure of the model economy, drawing scientific inferences and forecasting. The stylized facts illustrate how the model mimic the model economy or to what extent the model could be used in policy making.  The main facts which business cycle models suggest from the literature include the following that real GDP is persistent; all component of spending are pro-cyclical; consumption is less volatile than investment; inventories are the most volatile component of  investment; imports and exports fluctuate less than investment but more than consumption; net exports are countercyclical; prices are counter cyclical and leading; employment is pro-cyclical, lagging and considerably less variable than output; inflation is pro-cyclical; nominal interest rates are pro-cyclical; correlation between hours worked and productivity (real wage) is almost zero; real nominal exchange rates are equally volatile; and output across countries is more highly correlated than consumption.

Above are well known closed economy business cycle stylized facts. Similarly, given an open economy, the international transmission of business cycle facts can also be established. Though they are similar to those observed in close economy they essentially measure co-movements of aggregates across the countries. Following the works of Ambler, Cardia and Zimmermann (1998), the facts are that consumption and employment are less volatile than output; investment is more volatile than output; aggregates are highly correlated with outputs except for trade balance; terms of trade are more volatile than GNP; contemporaneous correlations between terms of trade and GNP varies widely; similarly contemporaneous correlations between trade balances and GNP varies widely; cross-country correlation of consumption is lower than cross-country correlation of output; cross-country correlation of investment is slightly higher that cross-country consumption; and cross-country correlation of employment is positive.
Today real business cycle, RBC, has become an important tool in macroeconomic analysis. It has metamorphosed from being element of theory of cyclical behaviour to being theory of economic growth with fluctuations or with better nomenclature; business cycle phenomenon, BCP. The new approach has, as its main concern, the long-run economic growth with short-run business cycle fluctuations. This study has reviewed the various theories/explanations of business cycle phenomenon notably the CS, the KS, the Monetarist, the NCS as well as the NKS. 

This study is of the view that the NKS approach appears to be more appropriate for study of business cycle fluctuations in a developing economy like Nigeria. This is because (1) the basic assumptions are plausible for a LDC; (2.) the DSGEM which is the modern approach to business cycle analysis is particularly useful for understanding the main theoretical issue involved in certain macroeconomic outcomes; (3) it has a manageable small size compared to a Computable General Equilibrium Model (CGEM); and (4) it incorporates both supply and demand shocks - an approach which is more realistic for the study of  business  cycle fluctuations in a country like Nigeria. All these provide plausible bases for an econometric analysis within the context of the Nigerian economy.

2.3.4 Estimation Techniques for Business Cycle Models     

There are several methods in the literature for taking DSGE models to the data. The early method is the Calibration approach (see Kydland and Prescott, 1982; Canova, 1994; Canova and Ortega, 1996, and Pesaran and Smith, 1992). This method is an unorthodox procedure for selecting the parameters of a model which can be viewed as a cheap way to evaluate models. The approach ensures that the theoretical moments of the model match the data as closely as possible. However, studies have shown that this approach failed to have the necessary formal statistical formulation and hence, there arose difficulties in carrying out test statistic on the results (Kim and Pagan, 1994). 

Generalized Method of Moments (GMM) is also commonly used to estimate DSGE models. This method presents some shortcomings including the absence of distributions implied by asymptotic theory and the likelihood of biased and imprecise estimation of the parameters (Linde, 2005) particularly in simple New Keynesian model. Another estimation technique commonly used in the literature is the Maximum Likelihood Estimation (MLE). A major weakness of the method stems from the fact that the parameters of the model being estimated are prone to taking corner solutions or implausible values. It is also proven that the likelihood function may be flat in some directions (Welz, 2005:19). 

Finally, in recent times Bayesian approach has taken the stage in estimating parameters of DSGE models. One of the advantages of the Bayesian method is that it incorporates uncertainties and prior information in the parameterization of the model. This is done by combining the likelihood and the prior information on the parameters obtained from microeconomic and/or macroeconomic studies. The Bayesian approach allows one to obtain prior information by using values obtained from micro- and macro-economic studies as the means and modes of the prior densities to be specified. Similarly, prior uncertainties can be obtained by choosing the appropriate prior variance.

The overall advantage of the Bayesian approach is that it can cope with potential model misspecification and possible lack of identification of the parameters of interest. Misspecification of DSGE models are due to any of the following: time-varying coefficient mis-specified as constant coefficient; serially correlated residuals mis-specified as white noise; and inclusion of an irrelevant unit root process in the VAR(see Ramos,undated:6). According to Medina and Soto (2005), if in a mis-specified model the likelihood function peaks at a value that is at odds with prior information of any given parameter, the posterior probability will be low. Therefore, the prior density enables us to weigh information about different parameters according to its reliability. In the same vein, lack of identification may lead to a likelihood function that is flat for some parameter values. Thus, based on the likelihood function alone, it may not be possible to identify some parameters of interest. In this case, a proper prior can introduce curvature into the objective function and the posterior distribution, making it possible to identify the values of different parameters (Lubik and Schorfheide, 2005).
In general, parametric formulations present a bit of a methodological dilemma. They would seem to straightjacket the researcher into a fixed and immutable specification of the model. But in any analysis, there is uncertainty in terms of the magnitudes and even the signs of coefficients. It is rare that the presentation of a set of empirical results has not been preceded by at least some exploratory analysis. Proponents of the Bayesian methodology argue that the process of “estimation” is not one of deducing the values of fixed parameters, but rather one of continually updating and sharpening our subjective beliefs about the state of the world.  Liu (2006) states that proponents of Bayesian method contend that all models are false a prior. They thus recognize that the model before them is incorrect and rather than behaving as otherwise they search for the model with the highest posterior probability given the evidences. The Bayesian procedure is in terms of probabilistic statements rather than the classical hypothesis testing procedure.

 In the light of the advantages adduced to in the preceding paragraphs, several authors have employed the Bayesian technique in estimating DSGE models. Some of them, as cited by Griffoli (2007:81) include Schorfheide (2002), Lubik and Schorfheide (2003), Smets and Wouters (2003), Ireland (2004), Fernandez-Villaverde and Rubio-Ramirez (2004), Lubik and Schorfheide (2005), and Rabanal and Rubio-Ramirez (2005).

Since this study envisages the use of Bayesian method of estimation, it is apposite to highlight the underlying basic theory of the approach. The following discussion is due to Griffoli (2007), An and Schorfheide (2006), and Hamilton (1994: Chapter 12). In effect, the Bayesian estimation, which offers opportunities for researchers to review their belief on the initial values of a parameter, could be seen as a combination of two estimation techniques namely calibration and maximum likelihood. On the one hand, the specification of priors is viewed as the outcomes of calibrations while on the other hand, the maximum likelihood deals with the process of taking the model to the data. The priors on the parameters of the model can be treated as weights on the likelihood function in order to give more importance to certain areas of the parameter subspace. In general, the parameter,
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, of a Bayesian technique is considered as a random variable with inferences about it taken as probability statements. This is in contrast to the classical econometrics where the parameter,
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Consequently, the starting point for the use of Bayesian method is to describe the prior using a density function of the form:
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where  
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 stands for a given model;  
[image: image30.wmf]m

q

 represents the parameters of the model, 
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 is the probability density function, pdf, adopted in the model estimation. The class of pdf that could be envisaged includes normal, gamma, inverse gamma, shifted gamma, beta, generalized beta and uniform. 

Having stated the pdf, the next stage is to obtain the likelihood function which describes the density function of the observed data given the model and the parameters:
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where 
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 are observations, 1, 2, 3, …, T and assuming that the likelihood is recursive, and then equation 2 can be written as:
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We now need the prior density, 
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, desired. This is precisely achieved by recalling the Bayesian theorem in order to obtain the density of the parameters given the data. This theorem can be stated as follows:
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Consequently, from the following identities:
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We can obtain the prior density with the likelihood function to get: 
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where  
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 is the marginal density of the data conditional on the model:
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The final step is to get the posterior Kernel which is obtained by reviewing the data as constants whose distributions do not involve the parameters of interest. This means that the data are treated as fixed set of additional information to be used in updating beliefs about the parameter. In this case, the marginal density, i.e.
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, is constant. In view of this, the posterior Kernel corresponds to the numerator of the posterior density i.e.
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Equation 8 is often interpreted as the product of likelihood function and the prior density.  

The symbol 
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 means “is proportional to.” The first term on the right is the joint distribution of the observed random variables y, given the parameters. The second term is the prior beliefs of the analyst. The left-hand side is the posterior density of the parameters, given the current body of data, or our revised beliefs about the distribution of the parameters after “seeing” the data. The posterior is a mixture of the prior information and the “current information,” that is, the data. Once obtained, this posterior density is available to be the prior density function when the next body of data or other usable information becomes available. 
Equation 8 shows that traditional Bayesian estimation is heavily parameterized. The prior density and the likelihood function are crucial elements of the analysis, and both must be fully specified for estimation to proceed. The Bayesian “estimator” is the mean of the posterior density of the parameters. In order to obtain the posterior moments desired we estimate the likelihood function with the aid of Kalman filter and then simulate the posterior Kernel using a sampling-like or Monte Carlo method such as the Metropolis-Hastings.

This thesis draws inspiration from the methodology employed by these authors. In particular, the study will use atheoretical methodology in order to establish the existence of business cycle fluctuations in Nigeria and the study will then develop a full scale standard New Keynesian model in studying macroeconomic policies and business cycle in Nigeria.

2.4 Review of Empirical Literature

2.4.1 Introduction
There has been a very rich stock of empirical literature on business cycle studies since the path breaking paper of Kydland and Prescott (1982). That work gave credence to Real Business Cycle, RBC, models which have been able to explain, to a large extent, the behavior of actual economies. These models have proved their ability to “account for regularities in the data”.  In what follows, we take a spatial survey of some of these works touching on the advanced economies, the Latin America’s and Asia. We close the section with a review of the situation in Africa and, in particular, Nigeria. This chapter, in particular, ends with a table showing empirical evidences of business cycle research.
2.4.2 Business Cycles in Industrial Economies.

The greater proportions of works on business cycle have been done on the USA economy. This trend may not be unconnected with the events that led to the great depression and the consequent Second World War, 1939- 1945. The point of departure for the modern business cycle analysis was the KP (1982) real business cycle model. It was based on the neoclassical growth model on which certain assumptions were made in order to generate a RBC. The KP (1982) model is highly simplified and depends on the following assumptions: a competitive market system, a single good is produced by labour and capital, constant returns to scale technology, consumers  lived infinitely and are identical and the only shocks to the system are exogenous stochastic stuffs in the production technology (supply driven business cycle).

Their main research question was, can specific parametric descriptions of technology and preferences be found such that the movements induced in output, consumption, employment and other series in such a model by these exogenous shocks resemble the time series behavior of the observed counterpart to these series in the postwar US economy? The model was applied to the quarterly data of the US economy with the following results due to Prescott (1998:5): consumption is strongly pro-cyclical and fluctuated about a third as much as output in percentage terms; investment is strongly pro-cyclical and fluctuated about a third as much as output; two-third of output fluctuations are accounted for by variations in the labour input, one –third by variations in TFP and essentially zero by variations in the capital input; the only important lead-lag relation is that the capital stock lags the cycle with the lag being greater the more durable the capital good; the deviation of output from trend, that is, the business cycle component, display a moderately high degree of resistance; and the real wage is pro-cyclical but is roughly orthogonal to the labour input.

The model employed a methodology that allowed investigation of business cycle fluctuations and growth in a unified framework for the first time. Its relevance stems from the stylized facts it produced. It provided a springboard for further applications in business cycle fluctuations analysis. Several papers followed the KP (1982) framework. Shapiro and Watson (1988) address the question of what accounts for the business cycle frequency and long-run movements of output and prices. They posited that supply shocks such as shocks to technology, oil prices and labour supply affect output in the long run. They also assumed that real and monetary aggregate demand shocks can affect output in the short-run. They proceed with a neo-classical model of long term growth. They use Structural Vector Autoregressive (SVAR) specification to estimate the model and analyze the time series properties of the data.

The study use quarterly time series data of the US economy for the period 1951: 2 to 1987: 2. All quarters were seasonally adjusted unless it was otherwise stated. The main variables of the model include: hours worked, labour force, inflation, nominal interest rate, output and real oil prices. This model is based on a neo-classical general equilibrium model of long-term growth motivated by the long run properties of real variables. A Structural Vector Autoregressive (SVAR) specification was used to estimate the model and analyze the time series properties of the data. In this study, the model identifies supply shocks with permanent effects and demand shocks with nominal (temporary) effects.

However, the inadequacy of the model is that aggregate demand disturbances are synonymous with transitory disturbances. Even at that, purely transitory aggregate supply and technological disturbances may be wrongly classified and interpreted as aggregate demand disturbances. Consequently, a model that can isolate the effects of the different shocks- real or nominal- will be more appropriate. 

The results of Shapiro-Watson study show the following stylized facts: aggregate demand shocks account for about twenty to thirty percent of output fluctuations at business cycle frequencies; technology shocks account for about one-quarter of cyclical fluctuations and about one-third of output variance at low frequencies; shocks to oil prices are important in explaining episodes in the 1970s and 1980s; and shocks that permanently affect labour input account for the balance of fluctuations in output, namely about half of its variance at all frequencies.

Many other business cycle models imagined alternatives modeling approaches to KP (1982). In particular, Benhabib, Rogerson and Wright (1991) used household production as distinguishing factor. In the study by Burnside and Eichenbaum (1994), labour hoarding is used. The incorporation of open economies was chosen by Bakus, Kehoe and Kydland (1995). Money and inflation is the main concern of Cooley and Hansen (1995) while Rios-Rull (1991) is interested in incomplete markets and heterogeneous agents. Further, Devereux, Head and Lapham (1996) incorporate the issue of increasing returns to scale. In these examples, the USA economy is used to test business cycle fluctuations under the various propositions.

In studying the characteristics of German Business Cycle, Maussner and Spatz (2001) build a small dynamic general equilibrium models driven by productivity and preference shocks. They identify some exogenous shocks, such as government expenditures, taxes, money supply, interest rates, foreign demand or world market prices. Two models is developed in which the first is the standard RBC model while the second allows for variable capital utilization and the declining trend in West German working hours per capita. A country specific quarterly time series data for the period 1976: 1 to 1989:4 was used to test the research hypothesis.

Two models are developed. The first is based on the standard RBC model while the second model allows for variable capital utilization and declining trend in West- Germany working hours per capita. The two models were subjected to Granger causality test under a VAR and co-integration specification techniques to test whether they could be considered exogenous to these other plausible sources of the German business Cycle in the mid-1970s and 1980s. These models are used to identify shocks to total factor productivity and the marginal rates of substitution between leisure and consumption. The Granger causality tests do not reject the exogeneity of these shocks measures for the given period. This results contrasts with similar studies in other countries where exogeneity of either productivity or preference shocks were questioned.

Among the several studies in Europe is the one due to Christodulakis, Dimeli and Kollintzas (1995) on the features of business cycles in the European economies. The study finds the existence of important similarities in the business cycle dynamics across member countries. More recently, Smets and Wouters (2003) use the DSGE to evaluate business cycle phenomenon in Europe. This model incorporates several features including habit formation, cost of adjustment in capital accumulation and variable capacity utilization. The study is estimated with annual cross-country time series data of European countries for the period 1973-1999.

Smet and Wouter developed a linearized DSGE model which includes seven macro-economic variables: the GDP, consumption, investment, prices, real wages, employment and nominal interest rate. In calibrating the parameters of the linearized DSGE model, they employed the strong econometric interpretation instead of the weak interpretation of DSGE model. This is in an attempt to provide full characterization of the observed data series. The study then employs the “Bayesian approach by combining the likelihood function with prior distributions for the parameters of the model to form the posterior density function”. A major feature of this approach is the introduction of ten orthogonal structural shocks: productivity, labour supply, investment, preferences, cost-push and monetary policy shocks. The results show that DSGEM with “sticky prices and wages can be used for monetary policy analysis in an empirically plausible set-up.``

The methodology adopted in the above study is quite adequate as it provides a full characterization of the data generating process and allows for proper specification, testing and forecasting. The Bayesian technique used in estimating the DSGE model is preferred since “it allows the use of prior information obtained from micro-econometric or previous macro-econometric studies and provides a framework for evaluating fundamentally misspecified models on the basis of the marginal likelihood of the model or the Bayes’ factor.”
2.4.3   Review of Studies from Asia

There is a growing literature on business cycle analysis in the developing countries. Carmicheal, Keita and Samson (1999), developed a model in the spirit of New Keynesian analysis culminating in a DSGE model. The objective is to calibrate and replicate the business cycle fluctuation consistent with the real data of countries sampled. The study employed cross- country data from nineteen (19) less developed countries of Africa, Asia and Middle East and Latin America. Annual time series data were available for periods between 21 years and 34 years depending on the country. The study indicates that open economy extensions of RBC models, even if generally successful, have met with some difficulties replicating a few important stylized facts. Their results tend to suggest excessive consumption smoothing and consumption correlation across the countries. They also concluded that the observed negative correlation between trade balance and output in developing countries, the variability of the trade balance and its correlation with the terms of trade have also proven difficult to reproduce.

These researchers, thus, build a non-Walrasian dynamic stochastic optimization model under the assumptions of overlapping generation and incomplete market framework to analyze business cycle fluctuations in small, open developing economies. Their main conclusion based on a multi-country dataset, is that terms of trade shocks are very important since they account for close to half of GDP variability. The approach adopted in this study is adequate as it documents business cycle statistics as well as calibrated the model. This is an approach that can reproduce the main features of a developing economy that is useful in examining the impact of various policy changes and exogenous shocks. Similarly, Kose (1999) examined cyclical regularities observed in several developing countries in the context of a small open economy. Using a DSGE model, he finds that the bulk of business cycle fluctuations in aggregate output are explained by world price shock.

In the particular case of Asian countries, Hofmaisser and Roldos (1997) study sources of macro-economic fluctuations in the Asian economies using a VAR model and find that domestic supply shocks account for a significant fraction of the business cycle fluctuations in aggregate output in those countries. Similarly, Ahmed and Loungani (1998) examine the sources of macreconomic fluctuations in the Asian economies using a Vector-error correction model, their results show that external shocks, in particular foreign output shocks and oil price shocks play an important role in inducing cyclical fluctuations in output in those countries.  

In addition, Kim, Kose and Plummer (undated) document the extent of similarities and differences of business cycle characteristics of the Asian countries and understand the nature of cyclical fluctuations in the pre-crisis period. Cross- country annual data for the period 1960- 1996 are used in the study. The countries covered include seven Asian countries including Indonesia, Korea, Malaysia, the Philippines, Singapore, Taiwan and Thailand. Data on the G7 countries were also compared for the same period was divided into two periods. This period was divided into two1960- 1984 and 1985- 1996 in order to test structural stability of the Asian economies.

They compare the cyclical regularities in this region with those of G7 countries. They find out that while the “pattern of the business cycle fluctuations in the main macroeconomic aggregate display important similarities, the behavior of fiscal and monetary policy variables exhibits significant differences across Asian countries.” Their results also indicate that a high degree of co-movement between individual country business cycles and their measure of Asian business cycle. This indicates the existence of a regional business cycle specific to the Asian countries.

Their approach consists documenting the properties of “macroeconomic data without imposing strong theoretical priors in order to present a simple feature of business cycle fluctuations”. It thus present a set of benchmark statistics for evaluating the performance of business cycle models and therefore serve as avenue for studying sources of business cycles in Asia. This study highlights the need for further studies and recognizes that a DSGE model framework designed to represent the structural characteristics of the Asian countries will be more appropriate. 

2.4.4 Review of Studies from Latin America

Just as in Asia, studies in business cycle phenomena are on an increasing trend. In the case of Chile, Bergoeing and Soto (2000) provides a systematic exploration of RBC models to the Chilean data. They introduce various degree of complexity to the original KP (1982) model with the aim of testing the capacity of RBC models to (1) replicate the salient characteristics of the observed aggregate fluctuations of the economy in the 1986-1998 periods and (2) provide insights into the contribution of fiscal and monetary policies to the cycle. A single- country quarterly data from 1986: 1 to 1998: 4 were used.  

A general equilibrium optimization model that encompasses the features of the economy including productivity growth, fiscal expenditures and monetary policy and labour market rigidities is constructed. A number of shocks are generated including technological, government expenditures, consumption taxes and monetary. The results of this model suggests that (1) business cycles are able to replicate much of the observed fluctuations of the real side of the economy, (2) introduction of government expenditures is able to explain substantially more of economic fluctuations than labour market rigidities and (3) replicating the fluctuations in consumption requires to place additional constraints to the optimizing behavior of agents contained in the model.

The method employed documents the stylized facts using the deviations of the variables of interest from their long- run trend obtained with the Hodrick - Prescott filter (HP). It also develops a general equilibrium model which encompasses important features of the economy including productivity, growth, fiscal expenditures, monetary policy and labour market rigidities. This approach which is in the New Keynesian tradition is adequate but not the best as it neglects the incorporation of real and financial aspects of international business cycles and their effects on the private sector.

Kydland and Zarazaga (1997) set out to examine the empirical regularities of business cycle fluctuations in Argentina. The authors employ two sets of data. The first set is a quarterly time series for the period 1970: 1 and 1990: 4 is measured at constant 1970 prices. The second set tagged “New estimate” is based on constant 1987 prices and covered the period 1980: 1- 1995: 4.   The authors developed atheoretical methodology for the study of the empirical regularities of business cycle fluctuations in Argentina. This is in contrast to the popular dynamic stochastic general equilibrium model, DSGEM, being used in modern business cycle analysis. A certain number of results are obtained from the Argentina data.  First, high absolute volatility of output. Second, correlation of the cyclical component of real total consumption with that of Real GDP is within the range observed in other countries. Finally, statistics for investment, labour inputs, and productivity are within the range observed in the United States or in the European countries.

In the methodology adopted attempt was made to characterize business cycle regularities of Argentina using Kydland and Prescott (1990) as guide. They use Hodrick-Prescott (HP) filter in the analysis. This atheoretical approach is inadequate as it does not allow us to examine direction and magnitude or causal relationship between variables of the model.  

2.4.5 Brief Review of Studies from Africa

Development in business cycle modeling is very slow in Africa. Most of the existing ones have a generalized cross-country approach without detailed study of specific economic situation of the countries being considered. In this respect, Agenor, McDermort and Presad (2000) use quarterly time series data from 1978: 1 to 1995: 4 to document the main features of macroeconomic fluctuations for 12 developing countries including Chile, Columbia, India, Korea, Republic of Malaysia, Morocco, Mexico, Nigeria, Philippines, Tunisia, Turkey and Uruguay. The study was based on cross-correlation between industrial output and certain number of macroeconomic variables such as government expenditures, wages, inflation, money, credit, trade and exchange rate.

The study also uses international co-movement of macroeconomic variables to examine the effects of economic conditions in industrial countries on output fluctuations in the selected LDCs. The results of their analysis show the existence of similarities between macroeconomic fluctuations in the LDCs and industrial countries, many stylized facts are reestablished including pro-cyclical real wages, counter-cyclical variations in government expenditure and an important difference for the counter-cyclical variation in the velocity of monetary aggregate.

The methodology adopted consists of unconditional correlations between different variables complemented by examining bivariate exogeneity tests. The value of the approach lies in the fact that they indicate the types of shocks that could be important for different countries and thus set the stage for more formal structural models of business cycle fluctuations.  Observing that most macroeconomic time series data are often non-stationary, the study first rendered the variables stationary before embarking on the empirical analysis. The study also examines the sensitivity of correlations and other stylized facts to the de-trending procedure used namely the Hodrick- Prescott (HP) filter and the Band- Pass (BP) filter. Though this approach for understanding and documenting business cycles stylized facts is appropriate, its inadequacy lies in the absence of a reduced- form relationships between variables of the model. The latter method allows us to examine macroeconomic shocks. 
In a recent study, Peiris and Saxegaard (2007), evaluates monetary policy-tradeoffs in low-income countries using a DSGE model. The study was based on the Mozambique data with attention given to sources of major exogenous shocks and level of financial development. The study uses Bayesian method to estimate the model covering the period 1996:1 to 2005:4 on 18 key macroeconomic variables. The result of the study suggests that exchange rate peg is significantly less successful than inflation targeting at stabilizing the real economy due to higher interest rate volatility. This study is seemingly one of the few ones to date in macroeconomic modeling in Sub-Sahara Africa with exception of South Africa for which DSGE models have been developed to simulate the economy. 
In the case of Nigeria, literature on business cycle phenomenon is very scanty, even if it exists. Most of the available research works on macroeconomic fluctuations have used various methods including short-run macro-models or using technique of analysis such as vector autoregressive (VAR) and Total Factor Productivity (TFP) to capture short-run fluctuations in the economy. The TFP is an important issue that required detailed examination in the light of the fact that it was the approach adopted by KP (1982) in their seminar paper alluded to earlier in this chapter. In Nigeria, authors have seen TFP as the driving force behind aggregate fluctuations and have applied it to various aspects of the economy. They have tried to identify technology shock in the data and have used TFP to analyze economic growth, the manufacturing and the employment sub-sectors of the economy. The volume of literature in this respect does not depict TFP as having anything to do with business cycle phenomenon.

In general, TFP could be characterized in several ways. First, TFP is described as a residual factor when input contributions are deducted from output growth. Second, TFP can be interpreted as a shock absorber of business cycles. Third, TFP is expected to work as a buffer against economic fluctuations especially during recessions. Four, TFP is one of the most convenient indicators to evaluate economic performance ex-post facto. The TFP concept has been used in the latter category in Nigeria. In this respect, Olaloye (1985), Adenikinju  (1998), Chete and Adenikinju (1995, 2002) and Loto (2002) can be mentioned. 

In this respect, Olaloye (1985), examines the trend of TFP in the Nigerian manufacturing industries between 1962 and 1980. The method of analysis is an estimated total productivity trend equation: an explicitly double logarithm equation. The result produces an average percentage rate of total factor productivity growth of 2.06. This growth in TFP is assumed to be the consequence of increased quality of the work force through education and training; increase expenditure on R and D by firms; degree of unionization in firms; and increases in the scale of output which opens up possibilities of economies of scale.

Adenikinju (1998) measures TFP of the manufacturing sector using a non-parametric approach. The study posits a growth accounting method in which TFP is seen as the change in output levels net of the change in input levels. In this approach TFP is often referred to as the residual. The result of their study shows that the trend in TFP over the study period is an indication of low performance across the Nigerian manufacturing industry. In particular the food, beverages and tobacco sub-sector recorded one of the lowest levels of performance while the non-metallic products recorded the highest Total Factor Productivity Growth (TFPG). The performance of the non-metallic products is due (traced) to its low import content which shields it from fluctuations in the global economy.

Loto (2002) further analyses TFP in the Nigerian manufacturing industries with particular emphasis on the trend, causal factors and the policies promoting it. The author employs the approach of the trend analysis of TFP over the period 1980-1998. One of the major implications of the results is that the economic situation of Nigeria is a reflection of the industry performance: in effect, improvements in an economy stimulate investment. Investment generates jobs and higher standards of living which are necessary for improved firm performance. Her results indicate a low productivity in the selected manufacturing industries. This according to the author is due to, amongst others, high import content of raw materials in the production process such that devaluation of the Naira became a deterrent to the industries; lack of infrastructure; lack of research and development into areas of production processes; inability to penetrate international market resulting from non-competitiveness of the Nigerian industries; economic situation; and low labour productivity in the manufacturing sector.

In a similar study, Chete and Adenikinju (2002) computes Total Factor Productivity Growth (TFPG) for the aggregate manufacturing sector of Nigeria and across the various subsectors and correlates these with specific indexes of trade policy. The period of study is 1962 to 1985. The study is based on parametric approach and the non-parametric approach. The non-parametric approach imposes strong assumptions of competitive equilibrium and constant returns to scale while the parametric approach eases the constraints of perfect competition and allows for the assumption of constant returns to scale to be empirically validated. The result of the study, in general, corroborates the view that there is a positive relationship between trade liberalization and productivity growth. 

Siderbom and Teal (2002), also analyze the performance of Nigerian manufacturing sector. The scope was the Nigerian Manufacturing Enterprise Survey (NMES) of July-August 2001. The method adopted in the NMES sample is a stratified random sample designed to collect both contemporaneous and retrospective information comparable to other studies. One of the major results is that the survey data show large productivity differentials across sectors and firm size. Although a substantial part of these can be attributed to differences in capital intensity, the analysis shows significant differences in total factor productivity across sectors in the Nigerian economy.

Consequently, TFP can be extended to the study of business cycles in Nigeria. It could be used to trace economic fluctuations which are short-run in nature, long-run growth as well as economic development where it could be used to explain cross-country differential in growth. These are possible areas for future works in linking TFP to business cycle phenomenon in Nigeria as it could be incorporated into the standard business cycle model in the spirit of King and Rebelo (1999).       

 With respect to long-run economic growth, some literatures have been successful in establishing some stylized facts. In particular, Olomola (2002) set out to account for the pattern of growth as well as the examination of the determinant of long- run growth in Nigeria between 1960 and 1998. The study was based on endogenous growth model modified to incorporate external debt. His model was estimated on quarterly data from 1960: 1 to 1998: 4. Olomola uses Autoregressive Integrated Moving Average ARIMA in developing the model and employed instrumental variable and error correction model to estimate the parameters of the model.

His conclusions are instructive on the issue of long-run growth in Nigeria. He concluded that population growth rate, private investment, political instability, external debt burden, terms of trade, government investment, fiscal deficit, human capital, real exchange rate and inflation rate, all collectively determine the long- run growth of the economy.  In particular, the study revealed that external debt with a negative coefficient which indicates “that the mounting debt overhang had a depressing effect on the long- run growth in Nigeria”. However, the short-run conclusions of the study tend to contradict those of the long-run in the sense that most of the variables have negative and non significant parameters. This and many other studies have not examined in details or account for short-run fluctuations at business cycle frequencies.

Most of the current studies on short-run macroeconomic fluctuations have been essentially traditional Keynesian system-of-simultaneous–equation models, highly disaggregated but do not incorporate key microeconomic theoretic underpinnings such as uncertainty, intertemporal nature of agents’ behaviour and dynamic optimization perspective. Olofin (1985) contains a review of these models. Olofin (1985) is a compendium of some of these systems of simultaneous equation models designed for forecasting short-term behaviors; policy analysis with options to capture the impact of alternative policy actions; and for long term planning purposes in the Nigerian economy. There are different versions of the model notably CEAR UIFP MAC II, III, and IV. These models are based on conventional Keynesian macroeconomic model having a certain number of identified sectors/agents. 
In particular, the revised CEAR-UFP MAC IV has five sub-sectors for the production bloc. Consisting of value added in agriculture, forestry, fisheries and livestock; value added in mining and quarrying; value added in manufacturing; value added in utilities, building and construction; and value added in services. The final demand of the MAC-IV model is divided into private and government consumption; investment/capital formation; net import demand for goods; and net import of services. The equations of the model are estimated using OLS method for the period 1975-1981. These models have been successful in simulating the impact of government policies including fiscal policy, impact of oil quota increase on the economy; the effects of capital flows in the Nigerian economy particularly in the presence of high level of external indebtedness. 
It should be recognized that such models were built for a dual economy in which traditional sector is a major sub-sector. The implication of this sector for econometric modeling is seen as an approximation since the macroeconomic variables were at best considered as pseudo-aggregates “representing albeit perhaps the most important components of the true aggregates” (Olofin, 1985: 5). In addition, the models were built at a time when computational abilities were limited particularly in handling large models.

In an attempt to introduce new dimensions to macroeconomic modeling in Nigeria, Olekah and Oyaromade (2007) estimated a DSGE model for the Nigerian economy. This model appears to be one of the earliest DSGEMs on Nigeria. The paper presents a small-scale DSGE model of the Nigerian economy with the aim of aiding monetary policy decisions. The authors employ Vector Autoregessive (VAR) method of estimation. The results show that changes in prices are influenced mainly by volatility in real output while exchange rate and inflation account for significant proportion of the variability in interest rate. The authors acknowledged the unavailability of relevant software for the comprehensive estimation of the model. In effect, standard DSGE models use Dynare codes (Matlab version) to simulate and estimate such models. Their work is an aspect of business cycle analysis.
It is, thus, not out of place to construct a business cycle model for Nigeria with a view to examining the business cycle features of the economy; co-movement of GDP and its main components; documenting a comprehensive set of stylized facts that are comparable with other countries; whether or not aggregate fluctuations are characterized by basic time-series properties such as volatility and persistence; and relationship between aggregate economic activity and public sector expenditure within a business cycle modeling perspective, for policy analysis. This study essentially seeks to unravel the business cycle myth in the Nigeria economy.
2.5 Macroeconomic Policies, Shocks and the Nigerian Economy
In section 1.2 of this study, the poor performance of the Nigerian economy was discussed. The boom-burst phenomenon characteristic of a monocultural oil economy was highlighted and the policy measures undertaken reviewed. However, it is necessary to review the macroeconomic policy issues that pervaded the era. In effect, fiscal, monetary, trade and development policies dominated the macroeconomic policy space in Nigeria. From the pre-1970 to 1985, the Keynesian demand management was the policy thrust while from 1986 to the recent experience, the free market economy posture dominated the management of the economy has been privileged. 

For most part of the period under study, macroeconomic stability basically meant a mix of external and internal balance to ensure full employment, sustainable economic growth and low inflation rate. Economic policy was constrained by several factors, including the structure of the economy, during the period. According to Onimode (1995:57), there are several lessons to be learnt especially during the period 1960-1986. These include the need to focus policy consistently on the objectives and parameters of development rather than on mere growth and stabilization; the need for the country to address the perverse structures inherited from colonialism; policy discontinuity which has been a chronic problem since the 1970s; and the need for policy reversal that can cope with the desired recovery and transformation of the Nigeria’s economy. 

The above may not be uncorrelated with the dismal performance of the economy during the era (See section 4.2 on the performance of the Nigerian economy). Looking at the international perspective of macroeconomic policy during the 1970s and 1980s, Ocampo (undated:1) opines that fiscal balance and price stability moved to the centre stage supplanting the Keynesian emphasis on real economic activity. This, he says, constitutes a policy shift that down plays the countercyclical role of macroeconomic policy.  The latter, however, recognized that high inflation and unsustainable fiscal deficits have costs and that ‘fine-tuning’ of macroeconomic policies to smooth out the business cycle has limits.

 In the case of Nigeria, crude-oil revenue exposed her to highly pro-cyclical financial swings characteristic of volatile crude-oil prices which ‘’ replaced Keynesian automatic stabilizers with automatic destabilizers’’ in the words of Stiglitz (2002) as contained in Ocampo (undated).  It is also evident that pro-cyclical macroeconomic policies have not encouraged growth, in many developing economies including Nigeria; they have in fact increased growth volatility. The macroeconomic performance up till 1990s have awakened interest in the role that countercyclical macroeconomic policies can play in smoothing out the intensity of business cycles in Nigeria.

According to Ravenna (2006:1), an important goal of real and monetary business cycle theoretical research is to explain the empirical evidence on the impact of economic shocks on macroeconomic variables. Modern theories of business cycles attribute cyclical fluctuations to the cumulative effects of shocks and disturbances that continually buffet the economy. This implies that without shocks there are no cycles (Chatterjee, undated: 1). Nigeria is faced with a lot of domestic and external economic and non-economic factors that render the economy highly volatile. According to Okonjo-Iweala and Osafo-Kwaako (2007: 7), a major challenge for the Nigerian economy is its macroeconomic volatility driven largely by external terms of trade shock and the country’s excessive reliance on oil export earnings. 

In this study, various shocks that are susceptible to affect the economy have been identified as contained in section 2.3.1. Consequently, in the presence of these random, unexplained shocks, the existence of business cycle in Nigeria is hardly in doubt. However, what is important is to examine which of the shocks are at the origin of Nigeria’s business cycles and review policy measures that could be adopted to mitigate the adverse effects of the business cycles. In particular, this study is of the view that shocks are the ultimate sources of business cycles and hence the type of shocks that drive the economy will dictate the nature and direction of policy.

Given the fact that business cycles are short-run fluctuations around long-term growth, expansion and contraction of business cycles have their costs on the economy. In this respect the capacity and ability of governments to conduct countercyclical policies could be a contributing factor to the growth of the economy. In many less developed countries, macroeconomic policies tend to be procyclical- exacerbating, rather than alleviating the adverse impacts of the booms and bursts on the long-term growth.  The cost of procyclical policies for Nigeria and indeed many developing economies is very high. Ocampo and Vos (undated: 33), contend that in the upturns, procyclical macroeconomic policies, such as imprudent fiscal spending can lead to inefficient resource allocation, in some cases contributing directly to overheating in the economy and sowing the seeds of macroeconomic instability. In the downturns, procyclical policies such as over-tightening of monetary policy and indiscriminate fiscal adjustments can lead to substantial losses in many valuable social projects, weakening accumulation of infrastructure and human capital as well as aggravating the downturn and reducing the potential for long term growth.

The policy response to the business cycles depends on the phase of the cycle where the economy finds itself. Countercyclical monetary and fiscal policies could, in principle, counteract the pro-cyclical effects that real exchange rate fluctuations are likely to have on the economy. Fiscal policy can always provide a useful countercyclical device. Indeed, it is frequently argued that fiscal policy is a more powerful countercyclical instrument than monetary policy in an open economy. A fundamental reason for the incapacity to achieve sustained economic growth is that procyclical adjustment typically damages public and private investment and thereby economic growth. Some countries focused on much more narrowly defined short-term stabilization objectives and have resulted many times in exchange rate overvaluation. Further, procyclical macroeconomic policies probably also affect long-run investments in development especially in infrastructure and human development.

Fiscal policy has often been preferred in Nigeria in view of the underdevelopment of the financial sector up to the 1990s. According to Okonjo-Iweala and Osafo-Kwaako (2007: 7), public expenditure in Nigeria closely followed current revenues, implying that fluctuations in oil earnings are transferred directly into the domestic economy. Volatile fiscal spending also tended to cause real exchange rate volatility. In particular, fiscal expansions financed by oil revenues often resulted in domestic currency appreciation, creating Dutch Disease concerns and reducing competitiveness of non-oil economy (Barnett and Ossowski, 2002: 18).

The discussion above has shown some of the policy measures that could be envisaged in response to shocks on the economy. This study will examine the existence and characteristics of business cycle in Nigeria and examine three possible shocks to the economy within a dynamic general equilibrium framework in a bid to understand some of the drivers of the Nigerian business cycles and also for policy responses.    

2.6   The Road Ahead in this Study
This study has been able to review the state of knowledge in business cycle research. It has assessed the historical context, the theoretical contents, and some basic models as well as reviewed some empirical studies. In what follows, the study examines the state of applied general equilibrium models with a view to identifying the direction and choice of methodology for this research.

In effect, in the current literature, there are two main axis of applied general equilibrium analysis: Non-Walrasian and Walrasian economics. Within the class of the latter emerge the Computable General Equilibrium Models (CGEMs) and the earlier version of Real Business cycles (RBC). The theory of CGEM found its origin in general equilibrium theory developed by Walras and Edgeworth, extended and further developed by Arrow and Debreu (1954), Debreu (1959), Scarf (1967,1973) and Arrow and Hahn (1971), as contained in Atta and Mannathoko (1996:18). These CGEMs are designed to capture all real interactions within an economic system since they can accommodate all possible commodity, factor markets and decision making agents in an economic system.

In view of this architecture, CGEMs have become useful in addressing series of economic issues in Less Developed Countries (LDCs). These issues include choice of development strategy, income distribution, and structural adjustment to external shocks, tax policy, long term growth and structural change as well as trade policy (Atta and Mannathoko, 1996:17). Several researches have used the models to examine many growing economies including Olofin (1986: Nigeria). Iwayemi (2006: Nigeria) Atta and Mannathoko (1996: Botswana); Condon, Dahl and Devarajan (1987: Cameroon) to mention a few.

The CGEMs, described as multi-sectoral models, have several components or building blocks including: (a) specification of representative agents; (b) identification of their behavioural rules and the conditions under which they operate; (c) specification of the signals used by agents (prices); (d) identification of rules of the game such as perfect competitive system; (e) simultaneous solution f the system of equations so specified to derive the structural parameters of the model; and (f) using the resulting system of equations for counterfactual simulation experiments under alternative policy scenarios. However, in spite of their elegance and wide range of applications CGEMs are plagued with some short-comings. These include the fact that they cannot accommodate shocks, crises and structural changes. They cannot also handle uncertainties and issues of intertemporal substitutions. Finally, they are highly parameterized and essentially static.

Another paradigm that emerged in the 1980s within the general equilibrium analysis is the Real Business Cycle (RBC). Pioneered by Kydland and Prescott (1982) this class of models are essentially built on rational–expectations and incorporating explicitly microeconomic behaviour of forward looking economic agents in the system. Prices are assumed to be perfectly flexible and the models in this category postulate that only real shocks can propagate business cycle fluctuations in the economy. Another attribute of RBC over CGE model is the ability to incorporate uncertainties (see Mendoza, 1991). Finally, the strong theoretical foundation of RBCs improved supply side and allowed direct calculation of welfare. 

In spite of the ability of RBC to replicate the real economy, its short run dynamics necessitated some kind of reviews. In effect the assumption of flexible prices left little room for analysis of macroeconomic policies (Rajan, 2004:7). In addition, inability to recognize nominal sources of shocks restricted the usefulness of the RBC models. In order to respond to these limitations of RBCs, models that can combine explicit microeconomic foundations with nominal factors were developed (Christiano, Eichenbaum and Evans, 2001). This method of approach is non-walrasian  in view of the assumptions of imperfect market, sticky prices and monopolistic competition in the spirit of New Keynesian macroeconomics.
The outcome of this is the upsurge of new waves of dynamic and stochastic models that integrates aggregate supply and demand responses based on microeconomic theory. These models are tagged Dynamic Stochastic General Equilibrium Models (DSGEMs). The latter have several benefits which make them attractive for macroeconomic policy analysis. According to Peiris and Saxegaard (2007) these models (a) have structural equations in the sense that they have economic interpretations; (b) are micro-founded because they are explicitly derived from the optimizing behaviour of economic agents in the economy (firms, households, financial intermediaries and rest of the world); (c) are stochastic in the sense that they explicitly discuss how random shocks, such as monetary policy, and trade shocks affect the economy; and (d)  are forward–looking in the sense that agents optimize from rational or model consistent forecasts about the future evolution of the economy. 
In spite of the fact that DSGE models are at the stages of development and the apparent difficulty to build and run them, they are beginning to find their way into macroeconomic policy analysis of African economies, which account for the paltriness in literature. The ones this study could assess include those of Peiris and Saxegaard (2007) and Olekah and Oyaromade (2007).  The former attempts to evaluate monetary policy trade-offs in low-income countries using a DSGE model estimated on data for Mozambique for the period 1996:1 to 2005:4 taking into account the sources of major exogenous shocks, transmission mechanisms, and the level of financial development. The authors compare three different rules for how the central bank deploys its available instruments. The paper considers the best response in terms of minimizing macroeconomic volatility and traditional welfare based measures, of alternative monetary policy rules in response to aid and numerous other exogenous shocks in an estimated DSGE model for a Sub-Saharan Africa (SSA) country, Peiris and Saxegaard (2007:20). Using the Bayesian method, one major finding of the study is that there seems to be no gain from targeting the nominal exchange rate volatility.

Peiris and Saxegaard were of the opinion that their paper was the first attempt at estimating a DSGE model for SSA. However, in July, 2007 Olekah and Oyaromade presented another attempt at modeling African economies using DSGE apparatus at the 12th African Econometric Society Conference in Cape Town. The study is based on Nigerian data and the authors attempt to develop a model that can be used for monetary policy decision in Nigeria. Using a small DSGE model so constructed, the authors concluded that “changes in prices are influenced mainly by volatility in real output while exchange rate and inflation account for significant proportion of the variability in interest rate. A major shortcoming of the paper lies in the method of estimation used in the paper. In effect, the paper uses VAR methodology in the estimation, simulation and forecasting of their model. 

There are many variants within the avalanche of literature on DSGE models although they all share the same basic theoretical framework: dynamically intertemporal optimizing agents, market clearing, monopolistic competition and sticky/sluggish prices and wages. Various classifications can be envisaged and by far the most comprehensive are by subjects. Studies using DSGEMs have been done in the following areas; methodology, consumption, investment, money, labour, fiscal policy, development, asset pricing, solution techniques and industrial dynamics. More often, studies using DSGE models contain the theory/model, the estimation technique/statistical tests as well as applications. This study takes interest in some of the studies reviewed in the previous sections. The main ones are Bergoeing and Soto (2002), Smet and Wouters (2002, 2005), Nason and Cogley (1994) and Schorfheide (2000, 2002).

One major area of distinction among DSGE models is the method of estimation. Two areas are noteworthy in this respect: classical and Bayesian. A lot of studies use classical econometric methods including the Maximum Likelihood method, MLE, (Kydland and Prescott, 1996); Generalized Methods of Moments, GMM, (Christiano and Eichenbaum, 1992); Vector Autogressive, VAR, (Mausser and Spatz, 2001); Structural Vector Autoregression, SVAR, (Shapiro and Watson, 1988); and Vector Error Correction Method, VECM, (Ahmed and Loungani, 1998). Some shortcomings of these methods are the possibility of model misspecification, lack of feedback between the decision maker and policy analyst and over parameterization. 

In order to overcome these problems, there has been a resurgence of interest in Bayesian econometrics. The benefits of this method are threefold. First, it allows researchers to incorporate prior empirical or theoretical knowledge about parameters of interest. Second, it provides a natural framework for over parameterize and evaluating simple macroeconomic models that may be mis-specified. Finally, it provides a simple framework for comparing and choosing between different mis-specified models that may not be nested.
Consequently, this study, in attempting to emerge as one of the early DSGE models in Nigeria and in Africa, adopts a distinctive approach. First, it will use monetary approach to business cycle studies as in Nason and Cogley (1994) and Schorfeide (2000) in order to assess the effect of monetary policy on business cycles. Second, in the hope of contributing to model building the study adds another economic agent to the above mentioned models: the export sector, with a view to examining the transmission channel of the terms of trade, TOT, given that crude oil export on which the Nigerian economy firmly relies has been plagued with the Dutch Disease syndrome. Finally, the study intends to go beyond Olekah and Oyaromade by using Bayesian econometrics in estimating, simulating and testing the model.
                                                    CHAPTER THREE
       THEORETICAL FRAMEWORK AND RESEARCH METHODOLOGY  

3.1   Introduction

The main objective of this study is to examine macroeconomic policies and business cycles in the Nigerian economy. There are three specific objectives associated with this work namely: to establish and characterize the existence of business cycle in Nigeria, analyze the sources of business cycle fluctuations and determine the impact of the fluctuations on the Nigerian economy.  They are achieved by a combination of two approaches: descriptive statistics and formal econometric techniques of analysis. In the first stage we address the basic time series properties of the Nigerian data. This is based on unconditional correlation of the different variables. This is in an attempt to document a business cycle stylized facts of the economy. We hope to document the following statistics amongst others: measurement of direction of movement of variables (such as consumption, gross fixed investment, government expenditure, total import and total export) compared with that of the real GDP ( procyclical, countercyclical, acyclical); measurement of the amplitude of fluctuations (volatility, or relative volatility); and measurement of the phase shift: whether a variable changes before or after real GDP does (leads or lags of cycle).                                  

In the last two and a half decades most Sub-Saharan Africa (SSA), have experienced slower economic growth, compared to their counterpart in Asia and Latin America, due to high volatile and unstable domestic macroeconomic environment. Economists agree that macroeconomic stability is a necessary condition for economic growth (Gosh, 2006: 5) to take place. Thus, sources of macroeconomic instability can be viewed from two perspectives: the inadequacies of domestic macroeconomic policies and the fact of being a Small Open Economy (SOE).

Sources of domestic instability could be found in uncoordinated policy framework both in design and implementation. First, fiscal, monetary, exchange rate and capital management policies may be inconsistent; second, macroeconomic and public expenditure strategies are generally unplanned; third, macroeconomic stability and inflation control have been overtly permitted to ‘’crowd out’’ employment; fourth, poorly designed of macroeconomic policy engender growth without development but with poverty proliferation; fifth, monetary and interest rate policies that equally ‘’crowd out’’ the desired investment and real inflow of financial resources; sixth and finally, macroeconomic policy that disregards public expenditure pattern that could keep social expenditure at a desired and sustainable levels (Gosh, 2006: 5-6).

External sources of volatility and high fluctuations in LDCs include some interesting factors. First, fluctuations in the balance of trade and services are pertinent. In the specific case of Nigeria, trade in goods is made up of mainly primary agricultural products, solid minerals and crude oil. The crude oil export alone represents well over 80% of the total commodity export of Nigeria. The vulnerability of the economy is therefore due to the highly unstable export revenue emanating from the recurrent and sharp fluctuations in commodity prices (Kose and Riezman, 1999, pp1); second, unstable international economic environment led to fluctuations in prices of imported capital goods and intermediate inputs; third, financial shocks caused by sudden changes in the world interest rates; fourth and finally, exchange rate instability. These are some of the prevailing situations (domestic and external) that could have engendered business cycle fluctuations in Nigeria. This study intends to capture some of these trends within a quantitative macroeconomic model.

The study thus opted for the New Keynesian School (NKS) of thought approach as the theoretical base of this study. In effect, the NKS, like other schools of thought within the Keynesian mainstream, is based on sticky wages and prices, information asymmetry to explain the existence of involuntary unemployment and non-neutrality of money in an economy. One of the characteristics of the NKS is that it is firmly rooted in the microeconomic foundation of macroeconomics. In general, a macroeconomic analysis involves postulating the nature and type of interrelationship between different variables of a model. In this approach, econometric method is used to estimate the deep parameters of the model while economic theory is used to validate the results. In the case of microeconomic analysis, each economic agent maximizes its utility or profit function subject to a certain set of constraints, from the first principles. The results of such optimizing behaviours form a set of equations which are incorporated within a NK macroeconomic framework. Subject to confirmation, this analysis seems more adequate since it places the optimizing agents at the forefront in order to account for the various heterogeneous agents in the economy being modeled. 

The NKS is also based on the assumption of rational expectation. The idea of rational expectation cannot be dissociated from the dynamic behaviors of output, inflation and nominal interest rates. Many recent works have been influenced by dynamics as against the comparative static analysis that dominated macroeconomic analysis for a long time. The truth of the matter is that ‘’dynamics have been given only a cursory treatment’’ (Shone, 2002: 3). Today, dynamics is taking a central role in macroeconomic modeling. The historical relevance is not far fetched. The stagflation era of the 1970s found explanation in dynamics and the rational expectation postulates. Prior to that period, economic analysis incorporated models that contain past/lagged variables. However, it was in the 1970s that models with future lags or forward-looking models gained prominence especially with the rise of rational expectation analysis. 

The NKS in contradistinction to the standard RBC has more than two agents. In addition to the household and firms, the NKS includes the government, the monetary authorities and the rest of the world. The task is to analyze how the behavior of the various agents affects the properties of business cycles. In this study the behavior of a household that is maximizing utility and a firm that is maximizing profit in the economy is analyzed. To gain insight into the macroeconomic model it is postulated that all the households and firms behave in a similar manner and hence the introduction of the macroeconomic concept of representative agents. However, in moving from microeconomic level to macroeconomic aggregate a macroeconomic constraint that enforces equilibrium between aggregate output and aggregate resources is usually introduced: model closure.

In addition, the NKS requires market institutional set-up that is applicable to the developing economies. In effect, the typical RBC model is based on perfect competition in the classical sense. However, one of the extensions in NKS is the assumption of monopolistically competitive firms that set their prices and accept the level of real sales. This assumption appears to be more appropriate in the LDCs where the notion of perfect competition is inconceivable. This property of the NKS enables one to take into consideration both real and nominal frictions that may generate business cycle fluctuations similar to those observed in the data. This study, proposes to use both real and nominal shocks in taking the model to the Nigerian data.

Further, the NKS relates its theoretical construction to empirically quantifiable model through the application of quantitative dynamic stochastic general equilibrium model (DSGEM). The latter has become the workhorse of the modern approach to business cycle analysis. Its structure is particularly useful for understanding the various interactions taking place between optimizing households and firms in an attempt to answer certain theoretical issues and provide explanation to some macroeconomic outcomes. This study is therefore based on NKS and the application of a DSGEM.

Most DSGE models based on NK economics have a small number of equations and this does not compromise the properties of the estimated parameters. A consequence of this is the size of data required and their sources are usually manageable. This is in contrast to some other macroeconomic models that are built on a large number of equations and parameters. The practicability of such models are compromised particularly in LDCs by the difficulties of obtaining adequate and accurate data –in quantity and quality- which are in most cases, if not all cases, very substantial.    

Finally, it is observed that NK macroeconomics falls within the body of knowledge called the modern macroeconomics in as much as it is concerned with the evolution of practicable macroeconomics that engenders bi-directional causality between theory and policy. This class of macroeconomics is characterized by heterogeneous agents with rich interactions, heterogeneity in empirical strategies including estimations that are used to discipline the models using data, and is firmly grounded in economic theory. The NK economics has satisfied all these. In practical terms the NKS has become a useful tool for macroeconomic policy design, analysis, implementation and evaluation in many central banks worldwide. The contention in this study is that using such theoretical-quantitative model in examining macroeconomic policy and business cycle fluctuations can provide plausible answers to contemporary macroeconomic questions in Nigeria and thus add value to macroeconomic policy analysis in Nigeria. 

The remaining part of this chapter is divided as follows: Section 3.2 discusses the theoretical base of the study and it considers in details two main approaches: simple RBC and a standard DSGE model. In Section 3.3, the study explains in details the approach adopted for business cycle analysis of Nigeria. The chapter ends with the sources and measurement of data used in the study.
3.2   The Theoretical Framework

Modeling macroeconomic fluctuations have evolved from calibrated RBCs to current popular dynamic stochastic general equilibrium (DSGE) models, RBC being the workhorse of the modern DSGE models. The assumptions of the model are centered on preference of the stand-in or representative household, market clearing, rational expectation and productivity shocks that affect production, labour, consumption and investment decisions. In what follows, we describe a simple RBC and a standard DSGE models.
(a) A Simple RBC Model
A simple RBC model comprises the household and business sectors without government and the external sectors. It is based on the standard neoclassical growth model in which the economy consists of a large number of identical infinitely lived households with identical preferences defined over consumption goods at every date and   in which steady-state growth is zero. In the manner of Cooley and Hansen (1995:5), the preferences are additively separable and of the form:
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where:

[image: image49.wmf]t

c

:  consumption; 
[image: image50.wmf]b

 is the  constraint discount factor,  0<
[image: image51.wmf]b

<1; 
[image: image52.wmf](.)

U

 is strictly increasing, concave, twice continuously differentiable, and satisfies the Inada condition     i.e.         
[image: image53.wmf]lim'()

c

Uc

®¥

=+¥

 and  
[image: image54.wmf]0

lim'()0

c

Uc

®

=


which guarantee that agent always chooses 
[image: image55.wmf](0,)

t

c

Î¥

, for all t. This implies that the consumer will always consume a positive quantity of the consumption bundles. This individual preference is in its discrete form allowing individual to consume quantity  
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where U is the instantaneous utility function, 
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is the discount rate and 
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. This study adopts the discrete form since it is easier to manipulate.

The above specification can be extended to include labour services in a stochastic environment. In this case the household no longer assumes away leisure. The population is assumed to be constant and hence the total time endowment for work and leisure available for productive activity in the economy is normalized to unity. Hence, hours worked, normalized to unity, is given as:
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In considering a stochastic growth economy with labour-leisure choice, the Brock and Mirman (1972) (see Cooley and Hansen, 1995:41) optimal stochastic growth model is adopted. The model postulates a representative household who maximizes expected utility function: 
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where  
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 is the discount factor which measures the level of impatience of agents. The parameter indicates that the same amount of consumption yields less utility if it comes at a later time in an agent’s life.

At each period of time household supply labour 
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   and capital 
[image: image69.wmf]t

K

  by the firm for the purpose of producing the only good in the economy. Under the assumption of a continuum of large number of firms with identical production technology, the aggregate production function is (see Cooley, 1995:6):
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where
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 is the   productivity factor and F is the standard neoclassical production function such that there is no free lunch i.e. 0 = F (0, 0) implying that no inputs no output; strictly increasing in both arguments; concave; twice continuously differentiable; homogenous of degree one; and satisfies the Inada condition i.e.  
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The stochastic nature of this model results from the technology shock 
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 which is observed at the beginning of the period and follows a first order linear Markov process: 
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Equation 6 describes the technology in period t+1 as a linear function of current technology shock and innovations, 
[image: image81.wmf]e

 which is independently, identically distributed with mean zero and variance
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To the assumption underlying equations (4) and (5) above, are added the law of motion of capital stock that describes capital stock in a subsequent period as a decreasing balance of current stock of capital accumulation plus investment, thus:
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where
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Finally, the resource constraint shows that total output of the economy is distributed between consumption and investment goods and is given as follows:
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In understanding the functioning of the economy, it is assumed that there is a benevolent social planner who chooses sequences of consumption, labour supplies, and capital stock    
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that maximizes equation (4) given an initial stock of capital 
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  subject to aggregate resource constraint. Thus, in a stochastic environment the social planner maximizes a stochastic infinite horizon Ramsey-type model as contained in Heer and Maubaer (2005:34) of the form:

Max 
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subject to equations (1), (7), and (8) taking into consideration equation (6). The 
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 is a random variable that shifts the production function. Fluctuations in technology shock affect the marginal products of capital and labour and consequently lead to fluctuations in allocations and relative prices (Cole and Ohanian, 1999: 12). 

One method of solving the social planner’s problem is the dynamic optimization approach. This latter method requires that the problem in equation (9) be stated in a recursive form which could be solved by dynamic programming using the Bellman equation. According to King (2003:5) the planner’s problem then becomes: 
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where 
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 is the value function at the given argument. However, there is the need to support the allocation given by the planner’s problem. One approach generally used is the decentralized stationary recursive competitive equilibrium (RCE) concept suggested by Prescott and Mehra (1980) (see Cooley and Hansen 1995:9). The solution of this optimization problem produces the dynamic path of consumption, capital stock, labour and the associated Lagrangian multiplier. 

This study has, however, indicated the shortcomings of the Kydland Prescott (1982) model which have led to introduction of other determinants of business cycle fluctuations such as monetary policy, fiscal policy, indivisible labour, habit formation, and international trade. In particular, Hansen (1985) introduced the concept of indivisible labour while McGrattan (1994) model contains fiscal shocks. Thus, the effect of government spending shocks, in the above model can be envisaged by adding stochastic government purchases such that the resource constraints become the following:
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where 
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 is the stochastic government purchase.  The prediction of this model is that an increase in government purchases reduces output available for private use.  This consequently makes households poorer and leads them to work more (Christiano and Eichenbaum, 1992).  It is expected that in the absence of distortion effects of taxes and money, the allocations obtained as the solution to the maximization problem will coincide with competitive equilibrium allocations.

Similarly, effects of monetary disturbances can also be studied.  The introduction of money, according to Cole and Ohanian (1999), represents a distortion and consequently the competitive equilibrium will not generally coincide with the solution of the optimization problem.  However, money can be added to this model by introducing a cash-in-advance constraint (as in Cooley and Hansen, 1995: 54) such that                              
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 price.  Given such a model, changes in money stock affect expected inflation which in turn, changes households’ incentive to work and thus leads to fluctuations in labour input.

RBC models fit long run stylized factors that constitute the features of the data that need to be explained (Hamilton 2005).  It provides a simple coherent framework for growth and business cycle.  Besides, statistical properties and impulse-response function can easily be generated from this class of models.  However, RBC models are not without some short-comings.  In particular, they are generally difficult to solve.  Often no explicit solution is available, so numerical approximations have to be used (see Christiano and Eichenbaum, 1992).

One of the earlier contributions to the RBC framework grew out of the realization of the possibility of incorporating a wide range of assumptions into the original RBC structure.  Macroeconomic researchers have come to realize the important contributions of RBC particularly in the aspects of methodology as it was found that the RBC offers a consistent way to describe and solve rational expectation dynamic stochastic general equilibrium models (Kremer et al. 2006). Research works in this direction gave birth to a new school of thought in economics known as the New-Keynesian Macroeconomics (NKS). 

(b) A Standard DSGE Model
As already indicated in section 2.3(e), the NKS incorporates into the RBC various imperfections and rigidities in the markets for goods, factors of production and financial assets as well as random disturbances. In particular, the introduction of NKS ideas improves the explanatory capacity of the models. The introduction of the sticky prices concept was sufficient to break the neutrality of money typical of RBC models. In addition, modeling real side of the economy has become more diversified. A class of the current DSGE models is built on the NKS theoretic-framework.

In the spirit of Woodford (2003), a typical DSGE model is described in what follows below based on NKS assumptions. The model is made up of a large number of consumer-producers who choose consumption (
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) in order to maximize their utility given an elastic demand for individual output and quadratic costs of adjustment a la Rotemberg (1982).

In specifying the model, we need to describe the environment including preferences, technologies, endowments, and information set. We also need to state the objective of the study whether it is a social planner’s problem, competitive equilibrium or game. These assumptions are written in mathematical language. The representative consumer-producer chooses a plan for consumption, labour(output), prices and bond holdings in order to maximize her utility (profits) subject to budget constraint, technology (the production function) and the demand for products. The model is as follows (Kremer et al.; 2006: 645):

Objective: Household derives utility from consumption and disutility from labour and optimizes his welfare function by maximizing the expected value of the discounted flow of the residuals of target variables - current consumption and employment- and this can be written as follows (Kremer et al. 2006: 645):
                  Max
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 Subject to the set of the following constraints:

Individual budget constraint: The individual equates expenditure on consumption and bonds purchases to revenue, level of bonds in the previous period less the product of consumption and nominal rigidities in terms of quadratic price adjustment costs where 
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      governs the price stickiness in the economy and  
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 is the steady state inflation rate associated with the final good and is written as (Kremer et al. 2006: 645):               

                   
[image: image108.wmf](

)

2

11

1

2

it

ittitititttttit

t

P

BPCPYPCRB

P

f

p

*

--

æö

+=--++

ç÷

èø

………………... (2)

Aggregate resource constraint: Total sum of consumption at each period t of all individual equals the total sum of income of all individuals in the economy and it is given as follows:   
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This simplifying assumption (Romer, 2001:215) illustrates a static model or one in which capital is excluded such that aggregate consumption equals aggregate income.

Technology: The technology available to the theoretical economy is linear relating output to labour and productivity shock written as:  
                    
[image: image110.wmf]ittit

YzL

=

…………………………………………………………………. (4)

Demand: Output in sector i is inversely proportional to the ratio of price of output in that sector to aggregate price level at time t and directly proportional to aggregate output level at time t. The assumption here is that each output consists of differentiated varieties, each one produced by a firm, and the range of differentiated products has a mass of one, Duval and Vogel (2007: 7). The demand for each good, i, can thus be written as follows:    
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The postulate is that the higher the elasticity of substitution between the varieties of goods in consumption, 
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, the stronger the demand reaction to changes in the relative price of i , and where:
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The monetary authority sets the interest rate rule following the Taylor type rule in which Central Bank adjusts the real interest rate to deviations of current inflation from target/steady state and deviations between current and target/steady state levels of consumption. This is written as shown below:
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where:    
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        : a constant
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Equation 6 shows that in the long-run equilibrium and in the absence of shocks, consumption and inflation will be identical to their target levels and hence the nominal interest rate equalizes with the constant
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, which can be interpreted as the neutral level of the interest rate.

Exogenous forcing process: This is an autoregressive process of lagged innovations of  order one and of independent, identically distributed stochastic terms of the form:
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The above description is a variant of the DSGE models. This formulation is designed to trace the effects of monetary policy as proposed by Rotemberg and Woodford (1996). Others may be to study the impact of fiscal policy as in Baxter and King (1993) or international macroeconomics as in Obstfeld, Rogoff and Gopinaph (1998).

One of the major differences between RBC and DSGE model is the nature of the type of shock that drive the business cycles. While it is assumed that RBC is productivity-shock or real factor driven, DSGE model could incorporate both real and nominal shocks. It is this possibility that we examined in the case of modeling business cycles in Nigeria. To this we now turn in the next subsection.

3.3.   The Research Methodology

3.3.1 Introduction

In this sub-section the study describes a macroeconomic model in the spirit of DSGE in an attempt to capture business cycle fluctuation in Nigeria. The choice of the method is informed by the ability of the model to incorporate both real and nominal shocks. It thus begins by an attempt to model a business cycle model for Nigeria, and in succession deals with model solution, unvariate detrending techniques, the data filtering process, sources and measurement of data, and the estimation techniques.

3.3.2 A Model of Business Cycle for Nigeria     
In the preceding section 3.2 a standard theoretical framework (RBC and DSGE) for the determination and evaluation of business cycle fluctuations has been discussed. In what follows the study develops a model capable of evaluating the implications of macroeconomic policy shocks in the spirit of a New-Keynesian-type model that features supply driven and demand driven shocks. The study is limited to three macroeconomic shocks namely monetary, technological/productivity and export supply as an aspect of open economy business cycle.

This study commences with a standard real business cycle (RBC) model. Our study is inspired by works of Bergoeing and Soto (2002), Hansen (1985), Cooley and Hansen (1995), Sapiro and Watson (1988), Del-Negro and Schorfheide (2003), Duncan (2002), Schorfeide (2000), and Nason and Cogley (1994). The study applies a DSGE model to the Nigerian data as such models could be used to replicate several empirical regularities.

At the same time they could be used for assessing the role of monetary and trade variables in the Nigerian business cycle(s), as exemplified in some of the works cited above.

The general specification of a DSGE model consists of a representative household who must maximize utility subject to budget constraint, in a cash-in-advance (CIA) environment, a law of motion for capital, a demand function for labour, a demand function for capital, a government budget constraint, a money supply constraint, a monetary policy, a law of motion for foreign trade and stochastic processes to the state variables. A typical variant of the model could be specified with or without labour market rigidities, with or without government, with or without money, and with or without external trade.   

Literature in this branch of study contends the fact that the class of DSGE models being referred to can not be solved analytically. Consequently, a numerical method is adopted which makes use of the model’s structure and the first order conditions as suggested by Christiano and Eichenbaum (1992). This will lead to the equilibrium system of the equations. One of the methods being suggested is the Hansen and Prescott’s (1995) technique. This method requires the derivation of the linear per-capita decision rules from a recursive linear-quadratic approximation of the economy. Conceptually, the household problem is a dynamic programming problem which can be solved using the Bellman’s criterion. Solving the model thus requires the following steps: writing down the model, deriving the equilibrium system of equations, solving for steady-state equilibrium, and calibrating/estimating the parameters of the models.
The DSGE model presented below draws from and is based on Nason and Cogley (1994), Schorfeide (2000), and Bergoeing and Soto (2002) model which in itself has its origin in Cooley and Hansen (1989) and McGrattan (1994).  The latter models are logical extensions of the original Kydland and Prescott (1982) model.  The choice of the works of Nason and Cogley as well as Schorfheide is premised on the need to approximate Nigerian economic environment with models that address monetary issues and business cycles.  In effect, the trend in some macroeconomic indicators shows that Nigeria experienced sharp volatility in inflation, unprecedented monetary injection into the economy, and dependence on external economy is enormous coupled with a palpable political history which can be described as political business cycle. 

However, our model differs from those of Schorfheide and Nason and Cogley to the extent that we introduced (as never done before by anyone) the following: (a) foreign trade sector and (b) export shock using the volatility of terms of trade.  Hence, our model has four agents namely the representative household, representative firm, the financial intermediary, external trade sector and a monetary authority who has a secondary role.

The model is built on the following assumptions: a large number of infinitely-lived, identical consumers; a large number of identical firms; open economy; cash-in-advance economy; two-good economy; labour and wage rigidities, monetary authorities and a financial intermediary. The model economy is characterized by monopolistic competition, situation of uncertainty in the economic environment and conditions of rational expectation behavior.  The economic agents namely households, firms and government maximize expected utility, profit and ensure balanced budget, respectively. The economy is driven by technology, monetary supply shocks, a law of motion for export and stochastic processes to the state variables. The model is developed as follows:

Structure of the Model
(a) The households

In a study by Nason and Cogley (1994), the households’ objective is to maximize their utility function which depends on consumption, 
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 interest. The households’ objective is therefore to solve the following optimization problem. i.e. maximize the sum of discounted expected future utility:
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where 
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The above maximization of the households’ utility function is subject to three constraints. The first postulates that the household face cash in advance (CIA) constraints. This implies that the households can purchase the single consumption good with the cash that they carry over from the previous period and with their current period labour income. The households also have the possibility of depositing some of their income each period with the financial intermediary, FI: this relation can be written as:
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Where
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The second constraint stipulates the inability to borrow from the bank i.e.
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The third constraint describes the resources of the household. It postulates that households use their resources to make deposits with the financial intermediary FI, consume and purchase cash to carry into the future. The resources of the households can therefore come from their dividend income, labour income, interest income on deposit and current cash holding. This is represented by the following equation:
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where 
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: nominal dividends households receive from firms
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(b) The Firms

In the monetary business cycle model considered in Nason and Cogley (1994) and the work of Schorfheide (2000), the firm chooses next period capital stock,
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. Since household value a unit of nominal dividend in terms of the consumption it enables during the period
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where, 
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There are two constraints in the case of the firm. The first is derived from the combination of a Cobb-Douglas production function
[image: image173.wmf](

)

1

tttt

YKZN

a

a

-

=

, and the real aggregate accounting constraint (gross market equilibrium) and where 

                                         
[image: image174.wmf]ttt

CIY

+=

 

                                and  
[image: image175.wmf](

)

1

1

ttt

IKK

d

+

=--


and such that this first constraint could be written in the following form as:                        
[image: image176.wmf](

)

(

)

1

1,

1...........................

tttttttttttFt

FLPKZNKKWNLR

a

a

d

-

+

éù

£+-+---

ëû

………..(17)

Where
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: gross nominal interest return on loans to the household.

The second constraint stipulates that wage bill is financed through borrowing so that the constraint can be written as:
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(c) The Financial Intermediary:

The banks represented by the financial intermediary receive cash deposits from the households and a cash injection, 
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 from the central bank which equals net change in nominal money balances, 
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. Therefore, the financial intermediary, FI solves the trivial problem (See Scorfheide, 2000):
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This is also subject to the following two constraints. The first states that the level of bonds in period t is equal to money deposit by households, interest earning on loans, and monetary injection less interest paid on deposits and total loans. This relation can be written as follows:   
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The second constraint defines the balance sheet of the FI and is given as: 
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where 
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 is the monetary injection
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(d)
The Export Sector

In the spirit of open economy DSGE models, an export sector EP, is introduced into the system (Duncan, 2002), by assuming that the model economy produces two goods.  The first good is imported and could be produced domestically.  The second good is exportable and designed solely for export at an exogenously determined level.  The exportable output is denoted y2 and it is produced and exported in fixed quantity
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.  Now based on the Ricardian trade model, it is assumed that the pattern of trade is influenced by the relative prices or the international terms of trade.  Given the structure of the Nigerian economy which is dependent on the world economy, we posit that international economic environment vagaries are easily transmitted through the international terms of trade.

Another approach to laying the theoretical background for EP is Dervis, De-Melo and Robinson (1985) (henceforth DDR, 1985). This is in conformity with the classical trade theory which posits that a Small Open Economy (SOE) faces a perfectly elastic demand for its exports. This assumption may not be realistic in the case where trading with such SOE may result in a declining market share as domestic prices rise. In such a situation, activities in the export sector, EP, can be specified as a constant elasticity demand function of the form (DDR 1985:251):
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where 
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Another factor that affects export is price and price signals. Export supply may respond elastically to changes in domestic prices. In this circumstance, as domestic price rises producers tend to increase supply and consumers will rationally reduce their demand. The overall effect is an expectation of an increase in exports. In practical terms, exports may not rise as fast as being predicted because the markets for domestically consumed and exported commodities in the same sector may be quite different. Some goods are tradeable while others are non-tradeables.  In addition, there may be a difference in the quality of exported goods vis-à-vis goods for domestic consumption in the same sector. In order to capture these characteristics of export market, output is postulated as a constant elasticity of transformation (CET) function between domestically consumed,
[image: image199.wmf]i

XD

, and exported, 
[image: image200.wmf]i

EX

, goods (See Atta and Monnathoko (1996: 33) and Dervis et al. (1985:251)): 
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where 
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Equation 12 explains the relationship between output in a branch/sector and the quantities sold in the domestic and international markets. This allows for substitution between the goods desired for the two markets. The revenue for a given output 
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 is the sum of sales on both markets: domestic and international. This can be formalized as follows (See DDR ,1985: 251):
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Under very restrictive assumptions, the price of imports
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 could be approximated by the domestic price
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. Similarly, since the price of crude oil is a component of the world price basket and given its importance in the world economy, it could be reasonably assumed that the price of export, 
[image: image214.wmf]i

PX

, will be affected by the price of crude oil as shown in equation 17. Consequently, given the assumption of the law of one price, Chacholiades (1985:25), exports will be influenced by ratio of 
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 i.e. the international terms of trade. It is theoretically expected that this TOT is an indication of the actual pattern of specialization between the model economy and the rest of the world (ROW) - considered separately. In addition, the equilibrium value of the TOT will be such as to cause each country to specialize in that commodity in whose production it is relatively more efficient i.e. commodity in which it has comparative advantage in its production. 

The hypothetico-deductive inference from the preceding paragraph may not be the case for a country like Nigeria as the TOT has become a source through which the vagaries of international economy can be transmitted into the economy and in particular, business cycle phenomenon in Nigeria. This two-good economy classification seemingly reflects the Nigerian economy. In effect, the economy can be described as producing one domestically produced good and one export good: the crude oil. The last assumption result from the fact that the proportion of non-oil in total export is paltry. Therefore, this study uses the TOT to examine the transmission channel of the natural resource (crude oil) curse hypothesis.

In effect, international transmission channel consists of the effects of natural resources on the degree of openness of the economy and it’s TOT. Considering the TOT as it applies to this study, crude oil propelled booms increase domestic income and consequently, the demand for consumable goods. This leads to general price rise, i.e. inflation, and an overvaluation of the domestic currency. Hence, the relative prices of all non-traded goods increase and the terms of trade deteriorate. Consequently, exports become expensive relative to world market prices and thus the decline. This is the phenomenon characterized as Dutch Disease Syndrome (See Papyrakis and Gerlagh, 2004: 189). 

In order to optimize the behavior of the EP, there is the need to aggregate the different goods in the economy under the assumption of homogenous goods in both markets per discrete time t = 0, 1, 2, 3,… In view of this, output in the economy is either destined for domestic consumption or for export. In addition it should be assumed that EP is forward-looking and advent of manner from heaven in imported goods for which no payment is required. Therefore, the optimizing behavior of EP becomes that of maximizing expected discounted future stream of income subject to production function given in equation 12.

This can be formally written as follows:
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  s.t.    
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The first order condition, FOC, of this optimization gives the following demand functions:
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where 
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(e) The Model Closure

 In any general equilibrium model, the flow of funds accounts must specify the entire circular flow in the system such that there are no leakages. Thus, the problem of reconciling aggregate savings and investment is also an inherent part of the model. In the literature, this reconciliation is referred to as the ‘’closure’’ problem because it involves closing the flow-of-funds accounts (Dervis, De-Melo and Robinson, 1985:165). The market clearing conditions for each market is given as follows:

Labour market:                           
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Goods market:                         
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Equation 21 states that at equilibrium gross interest rate on loans equals gross interest rate on deposits i.e. equal risk profiles of the loans.

(f) The stochastic Process

One distinguishing feature of DSGE models is the manner in which the stochastic processes are considered and treated. In the model adopted for this study, three sources of exogenous perturbations are considered. Two of them are real shocks namely the technology and terms of trade shock and a nominal shock: the money supply shock. The equations of these shocks can be expressed as follows (See Nason and Cogley,1994: S39):
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The basic assumption underlying equation (23) is that the money authorities (central bank) allow money stock, 
[image: image246.wmf]t

M

 to grow at the rate
[image: image247.wmf]1

/

ttt

mMM

+

=

. This equation is being interpreted as a simple monetary policy rule without feedbacks. The innovations, 
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The third stochastic process is due to export supply growth shock measured by the terms of trade 
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where: 
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Following from the preceding description of the model economy, the system of equations to be maximized and the constraints are as follow:


[image: image259.wmf]{

}

{

0

1

max(1)lnln(1).

0

,,,

tttt

t

ECH

tt

t

CHMD

bff

+

¥

éù

éù

-+-

å

êú

ëû

êú

=

ëû

…………………...(12)


[image: image260.wmf]........................................

..

tttttt

PCMDWH

£-+

………………………………(13)


[image: image261.wmf]0.......................................

..........................

t

D

£

………………………………..(14)


[image: image262.wmf]1

,

...............

t

ttHtttttttt

MfbRDWHMDPC

+

£++++--

……………………….(15)


[image: image263.wmf]{

}

{

0

11

1

1

max...............

0

,,,

t

tt

tttt

F

t

E

CP

t

FKNL

b

++

+

¥

éù

+

å

êú

êú

=

ëû

……………………………...(16)


[image: image264.wmf](

)

(

)

1

1,

1..............................

tttttttttttFt

FLPKZNKKWNLR

a

a

d

-

+

éù

£+-+---

ëû

(17)


[image: image265.wmf]........................................

............

WNL

ttt

£

…………………………………….(18)


[image: image266.wmf]{

}

{

0

,,

11

1

max.....................................

.........

1

ttt

t

BLD

tt

B

t

E

CP

t

b

++

¥

éù

+

å

êú

êú

=

ëû

……………………(19)


[image: image267.wmf],,

......

tFttHtttt

BDRLRDLX

t

=+--+

…………………………………………..(20)


[image: image268.wmf]........................................

..................

ttt

LXD

=+

………………………………(21) 


[image: image269.wmf](

)

1

0

 

t

t

tttt

t

PDXDPXEX

MaxE

b

¥

+

=

éù

+

êú

ëû

å

……………………………………..(25)


[image: image270.wmf]1

(1)

tttt

YAEXXD

ff

f

mm

éù

=+-

ëû

………………………………………………....(26)


[image: image271.wmf]1,

lnln......................

ttzt

zz

ge

-

=++

……………………………..…………..….(33)


[image: image272.wmf]*

1,

ln(1)lnln

ttMt

mmm

rre

-

=-++

  …………………………………………...(34)


[image: image273.wmf](

)

10

1

t

trptrprp

rprprp

rre

-

=+-+

…………………………………...…………..(35)

 It is evident that this system cannot be estimated as they are presented. These equations are characterized by multiple objective functions, the presence of forward-looking and backward-looking variables, uncertainties, and shocks to the system. Literature in this branch of study contends the fact that this class of DSGE models can not be solved analytically. Consequently, a numerical method is adopted which makes use of the model’s structure and the first order conditions as suggested by Christiano and Eichenbaum (1992). This will lead to the equilibrium system of the equations. One of the methods being suggested is the Hansen and Prescott’s (1995) technique. This method requires the derivation of the linear per-capita decision rules from a recursive linear-quadratic approximation of the economy. It should be noted that there are apparent complexity and computational difficulties in measuring the significance of coefficients in multi-equations models (Ige, 1982:1).
Conceptually, the household problem is a dynamic programming problem which can be solved using the Bellman’s criterion. Solving the model thus requires the following steps: writing down the model, deriving the equilibrium system of equations, solving for steady-state equilibrium, and calibrating/estimating the parameters of the models. Thus, in solving the problem the study draws from Aruoba et al. (2003) widely covered in section 3.3.3 below. This study, adopts the first-order perturbation or log-linearization method in order to solve the system of rational expectation model being presented. The log-linearization method being proposed requires going through some procedures. 

To solve this system of equations, decentralized optimization technique is often used in order to find the first order conditions. In this respect, each agent maximizes its own objective function. The representative household maximizes equation 12 subject to equations 13, 14, and 15. The firm maximizes equation 16 subject to equations 17 and 18. The financial intermediary maximizes equation 19 subject to equations 20 and 21. Finally, the export sector maximizes equation 25 subject to equation 26. It should be noted that the dynamic optimization alluded to above is equivalent to the lagrangian method. With the latter approach, we define the Lagrangian function or the Bellman equation with a view to finding the necessary conditions and resolving the system of equations in order to get the demand functions of the control variables.

The issue of equilibrium within the framework of dynamic general equilibrium is very important. According to Nason and Cogley (1994), equilibrium requires clearing in the goods, labor, credit and money markets. All markets assumed to be perfectly competitive. In the goods market, clearing means that output equals consumption plus investment and export: 
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In the money market, the requirement is that money demanded must be equal to money supplied. Nominal consumption demand can be equated with money demand. Money supply equals current nominal balances and monetary injections. Therefore, in the money market, equilibrium is represented by the following equation: 
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. For the credit market to clear, there must be equality between the dividends paid by FI to households and product of money injection and nominal interest rate, i.e. 
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. Finally, the export market clears when export demand equals export supply. The first order conditions, the equilibrium conditions, the model closure as well as the stochastic processes constitute the system of equations to be solved. The other steps in solving the model are finding the steady state, log-linearization around the steady state and solving the model for the recursive law of motion. 

3.3.3 The Solution of the Model
Our objective in this sub-section is to find the solution to the set of equations that constitute a DSGE model along the lines suggested by Nason and Cogley (1994). The problem is to compute the equilibrium path of the economy’s endogenous variables or control variables. It is generally known, however, that the dynamic equilibrium model described cannot be solved by analytic close form solution. Consequently, many numerical methods have been developed to obtain approximate decision rules. Aruoba, Fernandez-Villaverde and Rubio-Ramirez (2003) describe different solution methods to approximate the policy functions of prototype stochastic neoclassical growth models. In the paper eight methods were proposed. These are (1) Undetermined Coefficients in Levels; (2) Undetermined Coefficients in Logarithms; (3) Finite Elements Method; (4) Spectral Method (Chebyshev Polynomials); (5) Perturbation Approach at Second order expansion in levels; (6) Perturbation Approach at Fifth order expansion in levels; (7) Perturbation Approach at Second order expansion in logarithms; and (8) Value function iteration.

In the case of undetermined coefficients suffice it to mention that it is an approximation that substitutes the system of equilibrium conditions with a linearized version. The procedure consists guessing a linear policy function with undetermined coefficients, plug it in the linear system and solve the resulting quadratic system for the unknown coefficients (Uhlig, 1999). Campbell (1994), while drawing a critique of numerical methods opines that the strategies provide little guidance concerning the sources of the models’ implications. According to this author as contained in Romer (2001: 186) “one should instead take first order Taylor approximations of the equations of the models in the logarithms of the relevant variables around the models’ balanced growth paths in the absence of shocks, and then investigate the properties of these approximate models. He also argues that one should focus on how the variables of a model respond to shocks instead of merely describing the model’s implications for variances and correlations.

Another method is proposed by Hansen and Prescott (1995). This approach requires the derivation of the linear per-capita decision rules from a recursive linear quadratic approximation of the economy. The model is solved in order to obtain the decision rules of the agents with which they determine the allocation of time to work (
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), investment levels (
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), and the amount of money to be held to satisfy the cash-in-advance restriction (
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). These decision rules are function of the structural form of the models, the deep parameters that describe preferences, restrictions, technologies, and the stochastic processes that govern disturbances and shocks.

The literature shows that authors favor log-linearization of the equilibrium conditions when constrained to find solution using the method of undetermined coefficients in logarithms. This study returns to this later in more detail. With respect to the Finite Elements method, the essence is to choose basis functions that are zero for most of the state space except a small part of it, an interval in which they take a very simple form typically linear.

The Spectral method proposed by Judd (1992), as cited in Aruoba et al. (2003:9) aims at searching for a policy function of the form:
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where 
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  is a vector of parameter to be determined. The method ultimately search for a global solution instead of pasting together local solutions as in the case of Finite Elements method.

Further, the perturbation methods due to Judd and Gum (1997), as referenced in Aruoba et al. (2003: 10), are based on Taylor series expansion of the policy functions of the economy around some points of the state space 
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 and a perturbation parameter. The main idea behind the method is to play with a parameter, for instance,
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, to find a situation where the model can be solved analytically and to exploit the implicit-function theorems in order to pin down the unknown coefficients in a recursive fashion. This method can deliver asymptotically correct expression around the deterministic steady state for the policy function. The last of the method suggested by Aruoba et al. (2003), is the value function iteration.

Pichler (2005) observed the strength and weaknesses of the methods computed by Aruoba et al. (2003) and concluded that existing literature gives contradictory guide as to which of the method to use for approximating dynamic general equilibrium models. He then proceeds to evaluate competing numerical method using the basic neoclassical growth model. The methods are the parameterized expectations algorithm, the Galerkin projection and the perturbation methods. The first-order perturbation is often referred to as log-linearization. This method, very popular among researcher, is used to solve for approximate decision rule of dynamic models. In this respect we could mention the works of Blanchard and Khan (1980), Uhlig (1999), Sims (2002), and Klein (2000).

The first-order perturbation or log-linearization method is commonly adopted in order to solve the system of rational expectation model being presented. In using the log-linearization method we need to go through certain procedures. The problem at hand can be solved by invoking the stochastic dynamic programming methodology. It is appropriate for this study because it combines time and uncertainty. The problem is specified as an infinite horizon problem which can be solved by exploiting its recursive structure.  This means that the social planner’s problem is the same over the period in the sense that given the initial stock of capital and technology shock, he chooses consumption, labour and investment.  Assuming utility function is time separable given the fact that the choice of labour and consumption at time t do not affect the marginal utilities of consumption and leisure in any other time.  The maximization problem is thus written as a dynamic programming problem such that:
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V (
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) is a value function which is a discounted lifetime utility of the representative agent from the current period onwards if the social planner is given capital stock; K, at the beginning of the current period and allocates consumption across time optimally for the household.
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 is a functional equation called the Bellman’s equation for the consumer’s problem.  Its solution is a function.  This equation posits that the discounted lifetime utility of the representative agent is given by the utility that this agent receives today plus the discounted lifetime utility from tomorrow onwards:
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. The Bellman’s equation allows us to convert a many–period optimization problem into two-period optimization problem which involves trading off between the current utility U (
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) and the future value V (K t+1, Ω t+1).

The above position underscores the theoretical propositions for which a major requirement for this system of stochastic difference equations is the satisfaction of the recursive competitive equilibrium (RCE), as mentioned earlier in this study and Cooley (1995:55),   which is a set of decision rules for:

(i)  Household on  
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 ;

(ii)  Set of per capita decision rules on K and H;

(iii) Pricing functions: P, w, and r:

(iv) Government transfer function: T; and

(v)  The Value function:

Such that:

(1) Households optimize ;

(2) The firm optimizes;

(3) The FI satisfies its constraints;

(4) Export demand equals export supply; and 

(5) Individual decisions are consistent with aggregate outcomes. 
The issue of translation of this micro-based analysis to macro-based is closely linked to the condition of competitive equilibrium Krueger (2005: 27). In effect, the goal of the model is to study how allocations in consumption, investment, output, and labor are achieved. These allocations are made by households and firms taken prices as given. In competitive equilibrium, households and firms maximize their objective functions subject to their constraints, and markets clear. Thus, if individual household and firm maximize the objective function, the aggregate consumer / firm or representative agent can also be assumed to maximize aggregate objective function given aggregate price levels. It is the interaction of these aggregate macro-variables that ensure that markets clear in all periods.

3.3.4 Equations to be estimated

The model can then be estimated and simulated using detrended variables. Hence, the final stochastically detrended model is presented below after adjustment to Nason and Cogley (1994) and Griffoli (2007: 65), and they constitute the system of equations to be estimated and simulated simultaneously:
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All the equations above for estimation could be explained as follows, Griffoli (2007: 65):

(i) The Euler equation in the goods market, representing the trade-off to the economy of moving consumption goods across time;

(ii) The firms’ borrowing constraint, also affecting labor demand, as firms use borrowed funds to pay for labor input;

(iii) The intertemporal labor market optimality condition, linking labor supply, labor demand, and the marginal rate of substitution between consumption and leisure;

(iv) The equilibrium interest rate in which the marginal revenue product of labor equals the cost of borrowing to pay for that additional unit of labor;

(v) The Euler equation in the credit market, which ensures that giving up one unit of consumption today for additional savings equals the net present value of future consumption;

(vi) The aggregate resource constraint;

(vii) The money market equilibrium condition equating nominal consumption demand to money demand; 

(viii) Export market equilibrium;

(ix) The credit market equilibrium;

(x) Stochastic process for money growth;

(xi) The production function;

(xii) Stochastic process for technology;

(xiii) The relationship between observable Y and stationary Y variable;

(xiv) The relationship between observable P and stationary P variable; and

(xv) The relationship between observable X and stationary X variable.

The above linearized equations from the DSGE model leads to linear rational expectation (LRE) system in eleven equations and eleven endogenous variables namely:  
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. The deep or structural parameters of the model are: 
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. These variables and parameter definitions are summarized in tables 3.1 and 3.2.

                                      Table 3.1:  Parameters of the Model

	Parameter
	Description
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	Discount factor
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	Output elasticity of capital
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	Depreciation rate
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	Deterministic trend component of technology growth
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	Consumption-output ratio
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	Steady state money growth rate
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	Persistence parameter
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	Proportion of exports in total output
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	Constant Elasticity of Transformation parameter


                                            Table 3.2: Definition of Variables

	Variable
	Description
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	Total Output
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	Consumption
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	Labour Demand
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	Total export

	
[image: image324.wmf]k

%


	Capital stock
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	Money supply
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	Nominal interest rate
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	Wage rate
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	Loans by banks
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	Deposits with banks


The system of equations above provides the framework for addressing the objectives of this study which include analyzing the sources of business cycle fluctuations in Nigeria and determining the impact of shocks on some macroeconomic variables of interest. Consequent on these, the hypotheses of the study are that no shock to the economy alters the course of the macroeconomic variable and that no nominal or real facts affect Nigeria’s business cycle fluctuations.  This study, in particular, examines the implications of three perturbations mainly: technology, monetary and export supply shocks. 

3.3.5 Technique of Estimating the DSGE Model of Nigeria

The estimation/simulation of the DSGE-VAR is achieved by the use of DYNARE codes (MATLAB version). The choice of this software package is informed by being relatively user friendly. Griffoli (2007:2) says ‘DYNARE is a powerful and highly customizable engine with an intuitive front-end interface to solve, simulate, and estimate DSGE models. It is a pre-processor and a collection of MATLAB routine. The advantage of this is that equations of a DSGE model can be written almost as ordinarily as possible. In general, DYNARE is able to compute the steady state, compute the solution of the deterministic models, compute the first and second order approximation to solutions of stochastic models, estimate parameters of DSGE models using either a maximum likelihood or Bayesian approach, and compute optimal policies in linear-quadratic models.

It is necessary to emphasize at this stage that prior distributions play a major role in the estimation of DSGE models. According to An and Schorfheide (2006: 14), ‘’ they might down-weigh regions of the parameter space that are at odds with observations not contained in the estimation sample, Y. They might also add curvature to a likelihood function that is (nearly) flat in some dimensions of the parameter space and therefore strongly influence the shape of the posterior distribution’’. An and Schorfheide opine that prior can be gleaned from personal introspection to reflect strongly held beliefs about the validity of economic theories. In practice, the nature of priors information, according to Zellner (1971: 18-20) are of two origins: data-based (DB) and nondata-based (NDB). The former refers to information contained in samples of past data which have been generated in a reasonable scientific manner. The latter describes prior information that arises from introspection, casual observation, or theoretical considerations. 

There are several methods for choosing the priors to be used in macroeconomic analysis. These include noninformative priors, conjugate priors, and hierarchical priors. A detailed review is found in Cameron and Trivedi (2005: 425-430) and Zellner (1971: chapter One). The priors used in this study are contained in Table 2. The vector of the parameters is a 9x1 dimension such that: 
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. The values were obtained from previous studies particularly those of Schorfheide (2000, 2003). As it has been mentioned before, in estimating the posterior distribution, the joint prior is combined with the likelihood function. According to Weltz (2006), this leads to an analytically intractable posterior density. In order to overcome this problem, a random-walk chain Metropolis-Hastings algorithm with a multivariate normal probability density is often used and this generates a large number of draws. In this study there were 5000 draws from the posterior.

The general idea of the Metropolis–Hastings algorithm is to simulate the posterior distribution. It is a ‘’rejection sampling algorithm’’ used to generate a sequence of samples from a distribution that is unknown at the onset. Although the posterior mode is known, it is more important to know the mean and the variance of the estimators of 
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. In order to achieve this, the algorithm builds on the fact that under general conditions the distribution of the deep parameters will be asymptotically normal. The complete set of the results are found in table 1, while figures 5.1 display kernel estimates of the priors and the posteriors of each of the parameters.

3.3.6 Univariate Detrending Techniques
This aspect of our research is an attempt at documenting a business cycle stylized facts for the Nigerian economy. Therefore, the description of the method that follows is necessary in answering the answer to the first objective of our study which is that of accounting for fluctuations in Nigeria’s macroeconomic variables. A business cycle, by definition, is the periodic but irregular up-and–down movements in economic activity measured by fluctuations in real GDP and other macroeconomic variables. In addition, business cycle phenomenon is random such that its occurrence is unpredictable and non-repeating. Therefore, we examine basic time series statistical properties of the Nigerian data based on unconditional correlation of the different variables in order to characterize business cycle fluctuations in Nigeria.

Thus, our approach is derived from Agenor et al. (2000) and consists of the following steps: testing the stationary properties of the variables; obtaining detrended variable by using filtering techniques; computing autocorrelation statistics of the detrended series; computing cross-correlation between the trend in the GDP and the trends in main components of the GDP; computing correlation coefficient to ascertain the cyclical behaviour of the variables; and plotting graphs to illustrate the movements and behaviour of the variables used in study.

The statistical analysis embarked upon in this study enables us to examine three types of measurements. The first is the measurement of the amplitude of fluctuations in terms of volatility or relative volatility. The volatility as used in this study is measured by the percent standard deviation of the variable being considered while the relative volatility is measured by the ratio of standard deviation of the variable to that of the real GDP. The mean of the variable expressed in percentage can also be used as measure of fluctuation. In terms of interpretation, a high mean value and a relative volatility greater than one show that such variable is subjected to very high fluctuations. The first four auto correlations coefficients of the filtered series also help to determine the persistence of the fluctuations. If the values are strongly positive, then there exists a considerable persistence in the cyclical components of real GDP.

Secondly, the measurement of the direction of movement of a variable as compared to that of the real GDP. According to Agenor, et al. (2000), the degree of co-movement of a time series data with another one can be measured by the value of correlation coefficient 
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(a) Pro-cyclical if  
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(b) Countercyclical if    
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Further, we can generate the contemporaneous correlation between the 
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  variable and its components in line with Agenor et al. (2000). In this respect, we say that 
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(i) strongly contemporaneously correlated if    
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(ii)       weakly contemporaneously correlated if     
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(iii)       contemporaneously uncorrelated if      
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However, it is expected that a unit root test must have been performed on the variables to ensure they possess the stationary properties. It is also required that the detrended components must also be considered alongside the various variables. Therefore, in obtaining the trend actual data, it is necessary to carry out filtering process on the data. The filter primarily helps to eliminate the trend component of a time series. The most common filters are Hodrick and Prescott (HP), Band-Pass(BP), Kalman (K), Trigonometric and Kalman and Baxter (BK). 

The third one is the measurement of phase shift. This consists in determining whether or not a variable changes before or after the real GDP has changed. In this case, the cross-correlation coefficient 
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indicate the phase shift of 
[image: image346.wmf]t

x

 relative to cycle in 
[image: image347.wmf]t

y

. Thus, we would say that; 
(i) 
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  leads the cycle if   
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   is maximum for positive j

(ii) 
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  is synchronous with the cycle if  
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(iii)  
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 lags the cycle if  
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  is maximum for negative value of j

3.4 Sources and Measurement of Data

Two sets of data are used in this study namely annual and quarterly. The annual data are used in testing the first objective of the study. They are mainly sourced from domestic data producers. The thrust of using this set of data lies in the larger number of variables obtainable thus helping us to show the existence of business cycle in Nigeria beyond reasonable doubt. It should be pointed out that many of these variables are not available in quarterly form. The data are attached to this study as Appendix 2 and Appendix 3.


The quarterly data used in this thesis are obtained from the International Financial Statistics (IFS) published by International Monetary Fund (IMF). They are available in annual and quarterly forms. Their availability in this form enables us to tackle the problem of missing values which occurred in the quarterly data. To bridge this gap we used the Gandalfo algorithm to covert the annual data to quarterly. The variables in this category are household consumption expenditure (code 171), government consumption expenditure (code 172), gross fixed capital formation (code 173), exports of goods/services (code 175), imports of goods/services (code 176), GDP vol. (2000=100) (code 183), and GDP deflator (2000=100) (code 184).

In few instances there were missing values. In such cases we used linear transformation to avoid difficulties that such omission might cause. For instance in the case of GDP 2004, the value was missing. However, we assume a constant growth rate between 2002 and 2003. The rate was then applied to obtain a projected value for the GDP in 2004. A similar approach was adopted in the case of GDP deflator in 2004. The data on average wage rate in the economy and the level of employment are obtained from the Statistical Bulletin of the Central Bank of Nigeria (CBN).

Similarly, some of the data are not available in the IFS. The wage rate is an example. For completeness we use this data as obtained from the Nigerian sources. The average wage rate used in the study is the wage rates across the different categories of workers in the Federal Civil Service. Therefore, it should be seen as proxy to wage rate in the economy. In addition, the data on unemployment are those of the officially registered unemployed in the economy. This data should be seen as an “indication of unemployment” and not the actual figure since many unemployed people and who are willing to work do not normally register with the established authority.

All variables are expressed in year 2000 constant prices. In few cases, the variables are expressed as indices: INDO and AGRO. In such cases, the year 2000 is also the base year. All variables are expressed as natural logarithms as is the standard in the business cycle literature. This transformation is necessary since business cycle studies are “concerned with percentage (rather than absolute) deviation from trend in growing series”. This transformation is used in both cases of testing for the existence of business cycle and for model resolution.

The variables used in this study are as defined below:

RGDP:

Real Gross Domestic Product

PCON:

Total Private Consumption

GRI:

Gross Fixed Investment

RGE:

Government Consumption Expenditure

RGI: 
         Government Revenue

RTIM:

Total Import

RTEX:

Total Export

RM1:

Real Narrow Money Supply

RM2:

Real Broad Money Supply

PLRR:

Prime Lending Rate

INFR:

Inflation Rate

EER:

Exchange Rate Fluctuation

INDO:

Index of Industrial Production

AGRO:
Index of Agricultural Production

RUEM:
Rate of Unemployment

CRUDEO:
Crude Oil Production

NOILEX:
Non-oil Export

CRUDEX:
Crude oil Export

NOILIM:
Non- oil Import

OILIM:
Oil Import

FIMP:

Fiscal Impulse: (RGE/RGI)

LAF:            Labour Force

AWR:          Average Wage Rate

RGCF:         Real Gross Capital Formation                                                           
                                                  CHAPTER FOUR

CHARACTERIZING BUSINESS CYCLE FLUCTUATIONS IN NIGERIA

4.1 Introduction
Having established the state of knowledge in business cycle research in chapter two and having set the theoretical and methodological perspective for the study in chapter three, we are now set to answer the research objectives and test the hypotheses of the study. In effect, the broad objective of this study, it may be recalled, is to examine the determinants of business cycles in Nigeria between 1970 and 2004. Within this framework, the specific objectives are: (1) establish and characterize the existence of business cycles in Nigeria; (2) analyze the sources of business cycle fluctuations in Nigeria over the study period; and (3) determine the impact of shocks on major macroeconomic variables in Nigeria. The research hypotheses subjected to test in this study include (1) no business cycles fluctuations existed in the Nigerian economy during the study period; (2) no co-movement between the GDP and its main components in Nigeria between 1970 and 2004; (3) no shock to the economy alters the course of the RGDP, private consumption, unemployment rate, interest rate, inflation rate, total export, total import, crude oil export, among others; and (4) no nominal or real facts affect Nigeria’s business cycle fluctuations.    

This chapter is designed to answer the first objective of the study, that is, establish and characterize the existence of business cycles in Nigeria and to test the first and second hypotheses as stated in the preceding paragraph. The essence of the thesis is to fill the existing gap in business cycle research in the Nigerian economy. This chapter thus documents business cycle stylized facts with a view to demonstrate that business cycles do exist and identify the shocks that drive the Nigerian economy. The results of this exercise form the basis for an attempt at quantitative assessment of the business cycle phenomenon in the Nigerian economy using the DSGE model. To do this the theoretical framework is already developed in the preceding chapter. This is dealt with separately in chapter five, the next chapter. 
Chapter four presents the empirical results that answer the questions relating to the existence of business cycle in Nigeria, captured by hypotheses (a) and (b) above. In section 4.2, we review the performance of the Nigerian economic using some selected macroeconomic variables. Following this, in section 4.3, we present a summary of the methodology used in the exercise which had been largely discussed in section 2.7. In section 4.4, the study proceeded to describe business cycle fluctuations in Nigeria using the stated tools and carefully separating real facts from nominal facts. Section 4.5 summarizes the business cycle stylized facts while the main findings of the Chapter are contained in section 4.6.  
In what follows in this chapter, a brief review of the performance of the Nigerian economy is provided in section 4.2. In section 4.3 the atheoretical tools of business cycle analysis is restated in order to ensure smooth flow of the work. Section 4.4 discusses business cycle fluctuations in Nigeria using the statistics already mentioned in sections 2.3.2 and 4.3.  The chapter ends with the documentation of business cycle stylized facts for Nigeria 
4.2. A Brief Review of the Performance of the Nigerian Economy 

The Nigerian economy suffered a series of shocks and macroeconomic instability during the past four decades. This is evident in the fluctuations of the aggregate economic activity as measured by the gross domestic product, GDP. Post independence Nigeria preceded the beginning of our analysis i.e. 1960-1969. The Nigerian economic growth during that period was influenced by agricultural export. In effect, the period 1970 – 1978 which could be described as the oil boom era saw the GDP growing at about 6.34 percent average annual growth rate. However, the oil price shock of 1979 marks the beginning of a recession covering the period 1979–1985.

 The economy underwent another era of economic growth between 1985 and 1992. This period coincided with the introduction of Structural Adjustment Programme (SAP). The average annual growth rate of the GDP was 5.21 percent. This period was again followed by another era of economic downturn (1993-1998) with the average annual growth rate of 2.65 per cent. Finally, the period 1999–2004 witnessed another boom in the economy with the average annual growth rate of 4.22 per cent. These swings could also be traced back to the main components of the GDP. It should be noted that over the period 1970–2004, the GDP was growing at an average annual rate of 3.25 percent. 

The oil boom era 1970–1978 witnessed an economy on the path of exceptional growth. Though inflation rate was on the average about 16 per cent and unemployment rate at 7.34 per cent all the other indicators show evidence of substantial growth (Table 4.1). In particular, total export, total import, money supply (RM2), private consumption and gross fixed investment were growing at 11.36 percent, 16.64 percent, 10.53 percent, 4.19 percent and 23.59 percent, respectively. This was the era in which the economy became heavily dependent on oil revenue. By then, oil revenue represented about 90 percent of total foreign exchange earnings and about 85 percent of total export.

However, this oil boom era was not without its shortcomings. In effect, with the apparent “Surplus funds” in the economy, government expenditure skyrocketed as government got involved in massive socio-economic expenditure as well as engaging in nearly all types of pure productive economic activities such as textiles, hotel, banking to mention a few. One of the consequences of this is appearance of the Dutch disease syndrome in the economy. This is manifested in the appreciation of the real exchange rate resulting from oil revenue expenditure which made Nigeria’s traditional exports less competitive in the world markets. In addition the appreciation of the exchange rate made import substitution industries less competitive in the domestic market. 

In concrete terms, the Dutch disease syndrome precipitated drastic fall in agricultural         production and thus its export revenue dropped. There was serious rural–urban drift with its attendant pressure on infrastructure in the urban centers. Food production dwindled giving way to massive import of food items. This and similar occurrences precipitated an environment marked by primitive accumulation, corruption, speculations and outright looting of government treasury. This constituted the underlying factors that characterized the subsequent burst period. It is apposite to mention that various policy measures were adopted by subsequent government in redressing the adverse effect of the said Dutch disease. Some of the policies include monetary, fiscal, exchange rate, tariff and wages/salaries and prices policies. It is thus necessary to describe the features of business cycle fluctuations in Nigeria in order to evolve appropriate pro-cyclical macroeconomic policies. 
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Table 4.1: Annual and Average Growth Rates from 1970 – 2004.  

	Year
	INFR
	RUEM
	RTEX
	RTIM
	RM2
	RGDP
	PCON
	GRI

	1971
	0.16
	0.0355
	0.4042
	0.3711
	0.0173
	0.2135
	-0.0387
	-0.0387

	1972
	0.03
	0.0700
	0.0662
	-0.1176
	0.1107
	0.0548
	0.3462
	1.8846

	1973
	0.05
	0.1418
	0.1088
	-0.1366
	-0.1501
	0.0642
	0.0968
	-0.3020

	1974
	0.13
	0.3498
	0.7070
	-0.0480
	0.0235
	0.1174
	-0.1458
	0.3423

	1975
	0.34
	0.1195
	-0.2798
	0.8151
	0.4235
	-0.0296
	-0.0316
	0.2710

	1976
	0.24
	-0.1021
	0.1970
	0.2082
	0.2727
	0.1108
	0.0371
	-0.0296

	1977
	0.16
	-0.2945
	0.0338
	0.2602
	0.2228
	0.0815
	0.1553
	-0.0854

	1978
	0.17
	0.2671
	-0.3282
	-0.0214
	-0.0777
	-0.0736
	-0.0842
	-0.1546

	AVE
	0.16
	0.0734
	0.1136
	0.1664
	0.1053
	0.0674
	0.0419
	0.2359

	1979
	0.12
	0.0226
	0.5073
	-0.2324
	0.0799
	0.0244
	0.0381
	-0.0722

	1980
	0.10
	12.3597
	0.1670
	0.0851
	0.3020
	0.0548
	-0.0250
	-0.0275

	1981
	0.21
	-0.2655
	-0.4406
	0.0163
	-0.2225
	-0.2681
	-0.2595
	-0.4001

	1982
	0.08
	-0.4343
	-0.2744
	-0.1824
	0.0591
	-0.0022
	0.1101
	-0.3177

	1983
	0.23
	0.0573
	-0.2126
	-0.2880
	-0.0125
	-0.0610
	0.0084
	-0.3848

	1984
	0.40
	0.0944
	0.0342
	-0.3117
	-0.0479
	-0.0528
	-0.0395
	0.3660

	1985
	0.05
	-0.1840
	0.2468
	-0.0488
	0.0660
	0.0930
	0.0026
	0.2085

	AVE
	0.17
	1.6643
	0.0040
	-0.1374
	0.0320
	-0.0303
	-0.0235
	-0.0897

	1986
	0.05
	-0.0939
	-0.2243
	-0.1365
	0.0523
	0.0369
	0.4196
	-0.0827

	1987
	0.10
	0.7548
	1.2731
	0.9937
	-0.1854
	0.0055
	-0.0324
	0.3358

	1988
	0.56
	-0.1731
	-0.1491
	-0.0056
	0.1813
	0.0918
	0.0188
	0.4264

	1989
	0.50
	-0.1670
	0.2880
	-0.0027
	-0.2825
	0.0701
	-0.2272
	-0.1952

	1990
	0.08
	-0.0943
	0.7023
	0.3304
	0.3166
	0.1089
	0.2862
	0.4718

	1991
	0.13
	0.2322
	-0.0298
	0.7171
	0.1639
	0.0216
	0.5964
	0.2043

	1992
	0.45
	-0.2094
	0.0285
	-0.0275
	-0.0891
	0.0295
	-0.1920
	-0.3621

	AVE
	0.27
	0.0356
	0.2698
	0.2670
	0.0224
	0.0521
	0.1242
	0.1140

	1993
	0.57
	0.8854
	-0.1487
	-0.0742
	0.2302
	0.0266
	0.0340
	0.0825

	1994
	0.57
	-0.4530
	-0.2734
	-0.2418
	0.0375
	0.0134
	0.7151
	0.1537

	1995
	0.73
	0.1422
	1.2013
	1.2133
	-0.4302
	0.0212
	-0.2677
	-0.4285

	1996
	0.29
	0.3316
	0.0194
	-0.4486
	-0.1402
	0.0342
	-0.2390
	-0.3031

	1997
	0.09
	-0.0026
	-0.0561
	0.4964
	0.1552
	0.0316
	0.1271
	-0.0866

	1998
	0.10
	0.2089
	-0.3564
	0.0524
	0.3361
	0.0322
	-0.2406
	0.1404

	AVE
	0.39
	0.1854
	0.0643
	0.1662
	0.0314
	0.0265
	0.0215
	-0.0736

	1999
	0.07
	-0.1869
	0.3347
	-0.1307
	2.9365
	0.0277
	0.0483
	0.7366

	2000
	0.17
	0.2715
	0.1918
	-0.1683
	-0.7005
	0.0390
	0.0315
	-0.2439

	2001
	0.09
	-0.1053
	-0.0571
	0.2764
	0.1643
	0.0422
	0.2363
	-0.0315

	2002
	0.21
	0.0589
	-0.1556
	-0.0463
	0.0911
	0.0409
	-0.0436
	-0.0524

	2003
	0.13
	0.0506
	0.6572
	0.1039
	0.3243
	0.0378
	0.1396
	0.1280

	2004
	0.08
	1.1241
	0.0756
	0.0873
	0.1407
	0.0654
	0.0665
	0.0545

	AVE
	0.12
	0.2021
	0.1744
	0.0204
	0.4927
	0.0422
	0.0798
	0.0985


Source: Author’s Calculations from data in Appendix 2        
Note: Meaning of variables notations are found in table 4.2
Table 4.2: Abbreviation of Variables
	Variable
	Definition

	RGDP
	Real Gross Domestic Product

	CRUDEO
	Crude Oil Production

	RGCF
	Real Gross Capital Formation

	INDO
	Index of Industrial Production

	AGRO
	Index of Agricultural Production

	RUEM
	Rate of Unemployment

	PCON
	Total Private Consumption

	GRI
	Gross Fixed Investment

	RGI
	Government Revenue

	RGE
	Government Consumption Expenditure

	INFR
	Inflation Rate

	AWR
	Average Wage Rate

	RM1
	Real Narrow Money Supply

	RM2
	Real Broad Money Supply

	PLRR
	Prime Lending Rate

	RTEX
	Total Export

	NOILEX
	Non-oil Export

	CRUDEX
	Crude Oil Export

	NOILIM
	Non-oil Import

	OILIM
	Oil Import

	RTIM
	Total Import

	EER
	Exchange Rate Fluctuation

	FIMP
	Fiscal Impulse: (RGE/RGI)

	LAF
	Labour Force


The period 1979 – 1985 witnessed a serious decline in economic activities. Inflation and unemployment were rising at an average of 17 percent and 166.43 percent per annum, respectively. Export declined to an all time low rate of 0.4 percent while total imports, private consumption and gross investment declined at the rate of 13.74 percent, 2.35 percent and 8.97 percent, respectively. These observations are not unconnected with the oil glut of 1981 which started in 1979 and lasted three years. The consequence of this was the fall in crude oil production which precipitated decline in oil revenue from 1980 to 1983. The economy was then characterized by accumulated trade arrears, low rate of foreign debt servicing, dwindling capacity utilization, shortage of raw materials which could not be imported leading to plant shutdowns, massive retrenchments in industries, stagflation, and high fiscal imbalance. Because of the policy of fixed exchange rate the naira became over-valued and the exports in the non-oil sector declined.

The following period, 1986 – 1992, can be described as one of an upswing or boom. This was sequel to the introduction of Structural Adjustment Programme (SAP) which brought about a significant improvement in most macroeconomic indicators.  Unemployment was rising at an average of 3.56 percent, accompanied by a rising inflation with an average of 27 percent. However, total export was growing at an average of 26.98 percent and import at 26.70 percent. Other indices such as money supply (RM2), private consumption and gross investment were growing at averages of 2.24 percent, 12.42 percent and 11.40 percent, respectively during this period.

In spite of the upswing as shown by the indicators alluded to in the preceding paragraph, there are evidences of an economy in grave danger as  production continued to fall and the proliferation of financial institutions failed to produce a turnaround. The real wage rate was also falling and there was persistent depreciation of the Naira given rise to the new policy of floating exchange rate. This led to a severe dislocation of the economy ensuring a condition precedent for economic decline and a burst of the boom. 

Thus, in the period 1992-1998, it was evident that the economy was undergoing stress as the indicators clearly showed, with evident stagflation. Inflation averaged 39 percent and at all time high of 73 percent in 1995 while unemployment averaged about 18.54 percent over the period. 

Fig 4.2: Average Growth Rates of RGDP and some other Macroeconomic Variables
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FIG 4.3: Combined Average Growth Rate
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Total exports, total imports, money supply (RM2) and private consumption were growing at an average annual rate of 6.43 percent, 16.62 percent, 3.14 percent and 2.15 percent, respectively. The characteristics of a weak economy continued to be apparent during this period. The economy was to witness another upturn with the incoming of a civilian administration in 1999.

In effect, the period 1999–2004 can be seen as period of economic growth. Except the unemployment rate that still stood at a high rate of 22.21 percent and total imports at 2.04 percent all other indicators summarizing the economy were on the increase. In particular, total exports, money supply (RM2), private consumption and gross investment were growing at 17.44 percent, 49.27 percent, 7.98 percent and 9.85 percent, respectively. The average inflation rate of 12 percent for 1999-2004 was the lowest for the entire period, 1970-2004.

This period, 1970–2004, can be reclassified into macroeconomic policy space. Consequently, 1970-1978 was the post-civil war era of economic rehabilitation and reconstruction under Generals Yakubu Gowon, Murtala Mohammed and Olusegun Obasanjo. The period 1979-1985 was the austerity period of President Shebu Shagari and the ‘belt-tightening’ of General Buhari. The SAP was designed and implemented during the administration of General Badamasi Babangida and the interim government of Chief Ernest Shonekan. This was followed by the guided deregulation of Generals Sanni Abacha and Abubakar Abdulsalami. The last part of the period of this study, 1999-2004, is an era of economic reforms under a democratic dispensation led by President Olusegun Obasanjo.

Over the period of study and in line with the above political economy, the Nigerian economy was under the influence of various shocks which culminated in fluctuations. Among these shocks are the world oil price shocks of 1979, 1981 and more recently 2004/2005; political crises that led to six military coup d’etat, seven military administrations and two civilian governments; debt crises; volatile world prices of agricultural exportable products and two sub-regional wars in Liberia and Sierra Leone that significantly affected government expenditure. The dynamics of these shocks could explain the underlying causes of business cycle fluctuations in Nigeria.

4.3 Restating the Atheoretical Tools of Business Cycle Analysis

In chapter two, section 2.3.2 of this study, we embarked on the review of atheoretical methodology for characterizing business cycle fluctuations and in chapter 3.3.6 the details of the detrending technique chosen for the study was discussed. In what follows, we reproduce the various statistical tools for ease of reference to the tables presented in this chapter and for smooth reading. Thus, our approach is derived from Agenor et al. (2000) and consists of the following steps: testing the stationary properties of the variables; obtaining detrended variable by using filtering techniques; computing autocorrelation statistics of the detrended series; computing cross-correlation between the trend in the GDP and the trends in main components of the GDP; computing correlation coefficient to ascertain the cyclical behaviour of the variables; and plotting graphs to illustrate the movements and behaviour of the variables used in study. The following statistical analysis is also carried out in this study.

(a) Measurement of the amplitude of fluctuations

This is in terms of volatility or relative volatility. The volatility as used in this study is measured by the percent standard deviation of the variable being considered while the relative volatility is measured by the ratio of standard deviation of the variable to that of the real GDP. The mean of the variable expressed in percentage can also be used as measure of fluctuation. In terms of interpretation, a high mean value and a relative volatility greater than one show that such variable is subjected to very high fluctuations. The first four auto correlation coefficients of the filtered series also help to determine the persistence of the fluctuations. If the values are strongly positive, then there exists a considerable persistence in the cyclical components of real GDP.

(b) Measurement of the direction of movement of a variable

The determination of the direction of movement of a variable is usually with respect to the real GDP. The sample moment used in this study is a bivariate cross-correlation that measures the association between two variables. This statistic, correlation coefficient, 
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In the case of business cycle research, the degree of co-movement of a time series data with another one can be measured, in line with Agenor et al. (2000), by the value of correlation coefficient 
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(e) Countercyclical if    
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In addition to this, the contemporaneous correlation between a variable 
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 and its components can be computed. Agenor et. al. (2000) proposes three regions within the closed interval [-1, +1] to describe the nature and direction of relationship between two variables for business cycle analysis. In this respect, we say that 
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(iv) strongly contemporaneously correlated if    
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(v)       weakly contemporaneously correlated if     
[image: image381.wmf]0

0.130.26

d

£

p


(vi)       contemporaneously uncorrelated if      
[image: image382.wmf]0

00.13

d

£

p

 

However, it is expected that a unit root test must have been performed on the variables to ensure they possess the stationary properties. It is also required that the detrended components must also be considered alongside the various variables. Therefore, in obtaining the trend actual data, it is necessary to carry out filtering process on the data. This procedure was discussed in section 2.7.2 under data filtering process of this study.  The filter primarily helps to eliminate the trend component of a time series. The most common filters are Hodrick and Prescott (HP), Band-Pass (BP), Kalman (K), Trigonometric and Kalman and Baxter (BK).

(d)  Measurement of phase shift. 

This consists in determining whether or not a variable changes before or after the real GDP has changed. In this case, the cross-correlation coefficient 
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(iv) 
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4.4 Business Cycle Fluctuations in Nigeria.

4.4.1 Introduction 

Having defined the procedures adopted in the study, we now proceed to computing the various statistics with a view to carryout the cyclical behavioral analysis of the Nigerian data. We propose to review the data from the real and nominal perspective. This section ends with characterizing business cycle stylized facts for Nigeria.

4.4.2 The Unit Root  Test

Many macroeconomic time series are not stationary and hence they are subjected to unit root test in empirical works.  This consists in testing whether or not the data set are stationary or not. A time series variable is stationary if it is integrated of order zero, I(0). However, a non-stationary, that is, I(1) or higher order time series can become a I(0) 

series if the first difference is a I(0) series. The unit root test is necessary in order to ascertain that variables that are seemingly under random walk process end up being co-integrated. This property is important for business cycle analysis as one is interested in variables that converge in the long-run despite short-run random walk.

Table 1 depicts the results of the unit root test. The analysis is restricted to the choice of Augmented Dickey-Fuller (ADF) statistic obtained with intercept and deterministic trend components. The hypothesis is of the form:
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The implication is that if the null hypothesis cannot be rejected then yt cannot be stationary and it may be I(1) or I(2) or have an even higher order of integration (Komolafe, 1996).




                                 Table 4.3: Unit Root Test
	Variable
	ADF-Statistic
	Form of Variable
	α (%)
	Decision

	RGDP
	-5.5617
	First Difference
	1
	I(0)

	CRUDEO
	-3.4068
	Level
	10
	I(0)

	RGCF
	-3.3952
	Level
	10
	I(0)

	INDO
	-4.7607
	Level
	1
	I(0)

	AGRO
	-4.1683
	First Difference
	5
	I(0)

	RUEM
	-5.9999
	Level
	1
	I(0)

	PCON
	-6.6132
	First Difference
	1
	I(0)

	GRI
	-4.4330
	Level
	1
	I(0)

	RGI
	-5.2224
	First Difference
	1
	I(0)

	RGE
	-3.5662
	Level
	5
	I(0)

	INFR
	-5.8261
	Level
	1
	I(0)

	AWR
	-4.4781
	Second Difference
	1
	I(0)

	RM1
	-5.8873
	Level
	1
	I(0)

	RM2
	-5.4985
	Level
	1
	I(0)

	PLRR
	-6.3623
	First Difference
	1
	I(0)

	RTEX
	-5.6330
	First Difference
	1
	I(0)

	NOILEX
	-5.6070
	First Difference
	1
	I(0)

	CRUDEX
	-5.7299
	First Difference
	1
	I(0)

	NOILIM
	-8.6619
	First Difference
	1
	I(0)

	OILIM
	-8.4862
	First Difference
	1
	I(0)

	RTIM
	-9.2719
	First Difference
	1
	I(0)

	EER
	-2.0346
	First Difference
	5
	I(0)

	FIMP
	-4.7127
	Level
	1
	I(0)

	LAF
	-5.4975
	Level
	1
	I(0)


Note: 
α: Level of significance


I(0): Variable is stationary at first difference


ADF: Augmented Dickey-Fuller statistic

Source: Author’s Calculation using EViews 3.0

It could be observed from Table 1 that except the three variables, INFR, RM1 and RM2, all the other variables are non-stationary I(1) series. However, the first difference of the time series are all I(0) series. Hence, they are stationary at first difference. The other three are stationary I(0) variables. However, the average wage rate (AWR) is only stationary at the second difference. Consequently, linear combination between the real GDP and most of the variables considered in this study can provide co-integrated system useful for business cycle analysis.

4.4.2 Cyclical Behaviour of the Data
Figures 1-22 depict the graphical analysis of the variables used in this study. The figures report the behaviour of the real GDP and its various components. Figure 1, in particular, shows the fluctuations of the GDP and its trend as obtained from HP filtering process. it could be seen that the cycle that began about 1971 is completed around 1984. The cycle that seemingly began in 1989 is completed around 2000. However, the real GDP underwent fewer fluctuations with a cyclical movement that has a relatively small volatility around the long-run trend. 

The remaining graphs show the cyclical behaviour of the real GDP as deviation from its trend and those of the other components as deviations from their respective trends. In what follows, the variables were grouped into three: (1) Real GDP and its main components namely total consumption, gross fixed investment, government consumption, government revenue, total imports and total exports (2) Real GDP and the other key variables, that is, index of industrial output, index of agricultural output, unemployment, crude oil production, non-oil export, crude oil export, non-oil import and oil import and (3) Real GDP and Monetary aggregates (narrow money supply and broad money supply) and prices (inflation rate, prime interest rate, average wage rate, and exchange rate).

(a)
Cyclical Behavior of Real Variables
The Nigerian real GDP displays cycles. However, the cycle is characterized by years of high and low peaks with a minimum in 1984. For most of the variables, we observe a very high volatility between the deviation in real GDP and deviations of the other variables. A striking feature of the real GDP is the observed high volatility at about 7.95 per cent (Table 4.4). This figure is very high with respect to Argentina and much higher than that of the United States of America (USA). Another major feature of the real GDP 

is the high relative volatility of real GDP with respect to all the other variables. This is not unconnected with the various shocks that the economy experienced during the study period.

Table 4.4: Cyclical Behaviour of Real GDP and its Main Components in Nigeria and Other Countries
	
	*Nigeria 

(1970-2004)
	**Argentina (1980:1-95:4)
	**United States

	Real GDP Volatility
	7.95 %
	4.59 %
	1.71 %

	Total Consumption
	Pro-cyclical
	Pro-cyclical
	Pro-cyclical

	Contemporaneous Correlation
Volatility
	0.076

20.44%
	0.96

----
	0.82

----

	Relative Volatility
	2.57
	1.19
	0.73

	Phase Shift
	Lagging
	Coincidental
	Coincidental

	Gross Fixed Investment
	Pro-cyclical
	Pro-cyclical
	Pro-cyclical

	Contemporaneous Correlation 

Volatility
	0.311

33.79%
	0.94
	0.90

	Relative Volatility
	4.25
	2.90
	3.15

	Phase Shift
	Lagging
	Coincidental
	Coincidental

	Government Consumption
	Pro-cyclical
	Acyclical
	Acyclical

	Contemporaneous Correlation 

Volatility
	0.205

67.60%
	0.20
	0.05

	Relative Volatility
	8.50
	3.19
	1.21

	Phase Shift
	Leading
	Lagging
	Lagging

	Government Revenue
	Pro-cyclical
	----
	----

	Contemporaneous Correlation 

Volatility
	0.682

34.61%
	----
	----

	Relative Volatility
	4.35
	----
	----

	Phase Shift
	Lagging
	----
	----

	Total Imports
	Pro-cyclical
	Pro-cyclical
	Pro-cyclical

	Contemporaneous 

Volatility
	0.120

30.78%
	0.81
	0.71

	Relative Volatility
	3.87
	4.05
	2.88

	Phase Shift
	Lagging
	Coincidental
	Coincidental

	Total Exports
	Pro-cyclical
	Countercyclical
	Pro-cyclical

	Contemporaneous 

Volatility
	0.501

33.94%
	-0.61
	0.34

	Relative Volatility
	4.27
	1.68
	3.23

	Phase Shift
	Lagging
	Coincidental
	Lagging


Source: **Kydland and Zarazaga (1997)

  

 * Author’s Calculations using EViews 3.0
                 Method of computation is found in section 4.3 

                 The figures for Argentina and United States are indicative only.

Private Consumption Expenditure, PCON

From table 4.4 and figure 2, we found out that the volatility of consumption is larger than that of real GDP. This result is contrary to theoretical prediction. However, this is not uncommon by international standards. With volatility of consumption at 20.44 per cent, the excess is about 12.49 per cent. Kydland and Zarazaga (1997) reported that Backus, Kehoe and Kydland (1995) had a corresponding figure of 14 percent for Austria and 15 percent for Japan. And according to Christodoulakis, Dimelis and Kollintzas (1995), it is as high as 46 percent for the Netherlands. The consumption expenditure is more volatile in the Netherlands than in the other countries mentioned in this paragraph.  

The consumption expenditure is, however, found to be pro-cyclical to the real GDP. The contemporaneous correlation is about 0.389 and positive. The sign of the correlation is consistent with the prediction of variety of models. This value of the contemporaneous correlation is lower than that of Argentina and USA (Kydland and Zarazaga 1997). Similarly, the relative volatility of consumption in Nigeria is higher than what is obtainable in Argentina and USA. The low correlation observed might be an indication that Nigeria’s business cycle is indeed not different from other countries in the sense that shocks are as permanent as in other countries. In addition, in terms of phase shift, consumption expenditure leads the real GDP as given by the cross-correlation statistic.

Gross Fixed Investment

The magnitude of the contemporaneous correlation of this variable in Nigeria is smaller than those of other countries (Kydland and Zarazaga 1997). It is evident that one of the factors that affects investment particularly interest rate is more susceptible to small changes in The USA and Argentina than in Nigeria. The relative volatility is very high at 4.25 but it is pro-cyclical in line with theoretical prediction. The variable leads the real GDP. The behaviour of investment variable would be seen in figure 3. The erratic nature of fluctuation of deviations in gross investment with the real GDP could be seen from the figure.
Government Consumption

The statistics in table 4.4 show that the relative volatility of real government consumption expenditure is very high at 8.50. It is well above internationally available figures. It is also pro-cyclical whereas it is acyclical in Argentina and USA (Kydland and Zarazaga, 1997). This high correlation between real GDP and government consumption attest to the fact that government is heavily involved in economic activities in Nigeria. In effect, government expenditure has constituted a major component of GDP over time. The table also indicates that the government consumption is contemporaneously correlated with the cycle. However, the variable leads the cycle.

Government Revenue

Government revenue displays a pro-cyclical movement with the real GDP. The relative volatility is very high at 4.35. In addition, government revenue is strongly contemporaneously correlated with the cycle at 0.682 since this statistics is less than unity. (See section 4.3 above). However, the variable is lagging the cycle indicating that government revenue changes before the GDP.

Total Imports

Total import is pro-cyclical with the cycle. The relative volatility of total imports with respect to GDP, according to table 4.4, is 3.87. In comparison with the corresponding figures in the table, relative volatility in Nigeria is close to that of Argentina but very high when compared with that of USA (Kydland and Zarazaga, 1997). Total import is lagging in case of Nigeria whereas it is coincidental in the other two countries. However, it appears that total import is strongly contemporaneously correlated with the cycle as shown in the case for Argentina and USA. The result indicates a lower figure for Nigeria implying that total import is contemporaneously uncorrelated. This finding seems to contradict expectation as Nigeria is an import dependent economy, and hence one would have expected a higher correlation (contemporaneously) between real GDP total imports (Figure 6).

Total Export


Total export is equally pro-cyclical with the cycle. The relative volatility is very high at 4.27. This value is very high when compared with those of Argentina and USA (Kydland and Zarazaga, 1997). It is lagging the cycle as observed in the case of USA but coincidental in Argentina and leading in the case of Nigeria. Table 4.4 also indicates that total export is strongly contemporaneously correlated with the cycle at 0.50. Nigeria is a monocultural economy depending so much on oil exports. Hence, this statistic is not unexpected. 

 In considering the other real facts, we use table 4.5 and Figures 14-22. A common feature is the high relative volatility with the real GDP, except in the case of agricultural output where the value stood at 0.93. That these variables are pro-cyclical with the GDP seem to tie-up with expectations. However, index of industrial output and index of agricultural output exhibits a weak contemporaneously correlation with the cycle. Again, this result tends to corroborate the fact that manufacturing and agricultural outputs have been dwindling over time, hence, the paltry correlation between the GDP and these variables. The table also shows that unemployment is pro-cyclical contrary to expectations. In effect, unemployment has been on the increase over the years even given the observed economic growth in the economy.

In relation to the phase shift, unemployment, non-oil export and crude oil export lag the cycle. The other variables, index of industrial output, non-oil imports and oil imports, lead the cycle. Evidence from the statistics in table 4.5 also indicates that agricultural output, crude oil production non-oil export, crude oil export non-oil import and oil import are strongly contemporaneously correlated with the cycle, given the methodology described in section 4.3. 

Table 4.5: Cyclical Behaviour of Real GDP and Other Key Variables
	Production Sector
	Foreign Trade

	Index of Industrial Output
	Pro-cyclical
	Non Oil Export
	Pro-cyclical

	Contemporaneous Correlation
Volatility 
	0.081

55.57%
	Contemporaneous Correlation
Volatility 
	0.264

42.60

	Relative Volatility
	6.99
	Relative Volatility
	5.36

	Phase Shift
	Leading
	Phase Shift
	Lagging

	Index of Agricultural Output
	Pro-cyclical
	Crude Oil Export
	Pro-cyclical

	Contemporaneous Correlation

Volatility
	0.067

7.42%
	Contemporaneous Correlation Volatility
	0.528

36.19%

	Relative Volatility
	0.93
	Relative Volatility
	4.55

	Phase Shift
	Lagging
	Phase Shift
	Lagging

	Unemployment
	Pro-cyclical
	Non Oil Import
	Pro-cyclical

	Contemporaneous Correlation

Volatility
	0.098

52.92%
	Contemporaneous Correlation
 Volatility
	0.120

33.77%

	Relative Volatility
	6.66
	Relative Volatility
	4.25

	Phase Shift
	Lagging
	Phase Shift
	Leading

	Crude Oil Production
	Pro-cyclical
	Oil Import
	Pro-cyclical

	Contemporaneous Correlation

Volatility
	0.554

23.35%
	Contemporaneous Correlation
Volatility
	0.060

69.37%

	Relative Volatility
	2.94
	Relative Volatility
	8.73

	Phase Shift
	Lagging
	Phase Shift
	Leading


Source: Author’s Calculations using EViews 3.0
              Method of computation is found in section 4.3

(b)
Nominal Facts
We now consider the cyclical behaviour of real GDP and those of several other monetary aggregates and prices. Table 4.6 summarizes the statistical properties of the business cycle. The first thing to observe is the high volatility of the variables considered under this group. The figures show that monetary aggregates, RM1 and RM2, are pro-cyclical and while RM1 is slightly weakly contemporaneously correlated; RM2 is contemporaneously uncorrelated with the cycle. The table also shows that both are leading the cycle. In addition, they are highly volatile with relative volatility at about 5.74 and 4.68, respectively. The up- and down-swings of these aggregates reached a crescendo in 1999.

Another striking observation is the very high volatility of wage rate. It is the most volatile. The erratic swings of the variable are evident from fig. 11. This is consistent with the economic situation of the period. However, it is pro-cyclical. The latter is also consistent with the implications of RBC models that ascribe a dominant role to technology shocks that shift the labour demand in the short-run (Agenor et al., 2000).  

Three of the variables in the group are contemporaneously uncorrelated with the cycle. They are RM2, interest rate and inflation rate. Inflation rate has the weakest link with cross correlation coefficient of about 1.7 percent in absolute terms. Interest rate is pro-cyclical and leading. However, inflation rate with negative correlation with the real GDP indicates a countercyclical variation. This behaviour suggests that supply shocks may have been a key determinant of domestic macroeconomic fluctuations. In addition, the weak cross-correlation between these variables and the cycle could be explained by the nature of policy and the political structure. In effect, the period of study is dominated by military regimes that are not averse to taking economic decisions without recourse to economic dictates. Doses of economic liberalism were often juxtaposed with economic pragmatism (Keynesianism). In particular, money was pumped into the economy at the instinct of political discretions. However, such behaviors were equally common during civilian administrations. Although inflation rate behave counter-cyclically in the three countries, it is contemporaneously uncorrelated in Nigeria while it is strongly contemporaneously correlated in the case of Argentina and USA.

The exchange rate also displays a countercyclical profile with real GDP in Nigeria. It is highly volatile and its relative volatility is very high too. However, the relative volatility is very high too. However, the relative volatility is stronger in Argentina them in Nigeria.

These results are in no way surprising. First, the frequent and cumbersome changes in financial regime experienced during the period cannot be overstated. In effect, the oil price shocks of the period had consequences for monetary policy and money supply. Second, reforms in the monetary sector affected interest rate determination and hence the interest rate cycle. 

In effect, the Bank and Other Financial Institution Decree (BOFID) 1990 was the advent of keen competition in the banking sector which provoked upward trend in interest rate in a bid to attract funds. Third, there were series of price control regimes which could have affected and distorted the authentic business cycle price features. Four, the intense inflationary pressure in the economy in 1995/96 could have been responsible for the unusual high volatility. Five, the exchange rate regime moved from fixed exchange rate system at the beginning of the study period to flexible system by 1986. The effect of this policy shift has been the observed continuous depreciation of the value of the naira punctuated by occasional appreciation. This also had implications for prices and hence inflation rate and real values of the variables under consideration.

Table 4.6: Cyclical Behaviour of Real GDP, Monetary Aggregates, and Prices
	
	*Nigeria
	**Argentina

1980:1-95:3
	** United States



	Real GDP Volatility
	7.95%
	
	

	RM1
	Pro-cyclical
	Countercyclical
	Pro-cyclical

	Contemporaneous Correlation

Volatility
	0.130

45.64%
	-0.36
	0.31

	Relative Volatility
	5.74
	15.13
	1.00

	Phase Shift
	Leading
	Lagging
	Leading

	RM2
	Pro-cyclical
	Countercyclical
	Pro-cyclical

	Contemporaneous Correlation

Volatility
	0.142

37.23%
	-0.40
	0.46

	Relative Volatility
	4.68
	12.51
	0.88

	Phase Shift
	Leading
	Lagging
	Lagging

	Prime Interest Rate
	Countercyclical
	----
	----

	Contemporaneous Correlation 

Volatility
	-0.093

22.11%
	----
	----

	Relative Volatility
	2.78
	----
	----

	Phase Shift
	Leading
	----
	----

	Average Wage Rate
	Pro-cyclical
	----
	----

	Contemporaneous Correlation

Volatility
	0.98

52.92%
	----
	----

	Relative Volatility
	6.66
	----
	----

	Phase Shift
	Lagging
	----
	----

	Inflation Rate
	Countercyclical
	Countercyclical
	Countercyclical

	Contemporaneous Correlation

Volatility
	-0.222

88.74%
	-0.47
	-0.57

	Relative Volatility
	11.16
	16.92
	0.82

	Phase Shift
	Leading
	Lagging
	Leading

	Exchange Rate
	Countercyclical
	Countercyclical
	----

	Contemporaneous Correlation 

Volatility
	-0.036

33.30%
	-0.61
	----

	Relative Volatility
	4.19
	16.04
	----

	Phase Shift
	Leading
	Lagging
	----


Source: ** Kydland and Zarazaga (1997)


    * Author’s Calculations using EViews 3.0
          Method of computation is found in section 4.3

4.5
Business Cycle Stylized Facts for Nigeria
In this sub-section, the main findings of this section which is to document business cycle stylized facts for Nigeria are summarized. The summary is based in the computations earlier discussed and some level of international comparison is engaged. The results are as follows:

1.  Economic activity in Nigeria, as measured by the real GDP is volatile. The volatility is the standard deviation of the filtered cyclical component. It is much higher in Nigeria than in Argentina and USA.

2.  Private consumption in Nigeria is pro-cyclical. This is consistent with international standards.

3.  Gross fixed investment, though has a high relative volatility, is pro-cyclical which is in conformity with theoretical prediction.

4.  Government consumption expenditure is pro-cyclical although with very high relative volatility while government revenue is also pro-cyclical with the cycle. This corroborates the Nigerian economic environment of the period under study

5.  Nigeria’s external trade as measured by total import and total export are pro-cyclical to the cycle. This is consistent with the economy that is highly import-dependent on the one hand and highly monocultural depending on oil export for foreign exchange earnings on the other.

6.  Unemployment is countercyclical to the business cycle of Nigeria. However, there is no robust correlation between unemployment and GDP.

7.  Industrial output, agricultural output, Non-oil export and crude oil are all pro-cyclical with the cycle. In addition the pro-cyclical of non-oil import and oil import is necessary to sustain the growth of the domestic economy.

8.  The contemporaneous correlation between narrow and broad money on the one hand and real GDP on the other is broadly positive but not as strong as in the case of Argentina and USA.

9. Wage rate in Nigeria is pro-cyclical, very highly volatile and strongly contemporaneously correlated with the cycle.

10. Inflation rate in Nigeria is countercyclical very volatile but weakly contemporaneously correlated with the real GDP. This is consistent with international standard.

11.  Interest rate in Nigeria is pro-cyclical. Although the volatility and relative volatility is high, the cross-correlation coefficient shows an evidence of weak contemporaneous correlation. However, the signal of high volatility is consistent with the economic situation of the period.

12.  Exchange rate is pro-cyclical to the real GDP in Nigeria. The statistic on volatility and relative volatility portend the underlying economic phenomenon of the period. It also indicates a weakly contemporaneous correlation with the cycle. In the case of Argentina, there is a strong contemporaneous correlation and the relative volatility is very high (16.04). Here exchange rate is countercyclical to the cycle. Table 4.7 recapitulates these results.

Table 4.7: Business Cycle Stylized Facts for Nigeria

	Variable
	Definition
	 Volatility

(SDx) %
	Relative Volatility (SDx/SDGDP ) 
	Degree of Co-movement
	Phase Shift

	RGDP
	Real GDP
	7.95
	
	
	

	CRUDEO
	Crude Oil Production
	23.35
	2.9
	Pro-cyclical 
	Lagging

	INDO
	Index of Industrial Production
	55.57
	6.99
	Pro-cyclical
	Leading

	AGRO
	Index of Agricultural Production
	7.42
	0.93
	Pro-cyclical 
	Lagging

	RUEM
	Rate of Unemployment
	52.92
	6.66
	Pro-cyclical 
	Lagging

	PCON
	Total Private Consumption
	20.44
	2.57
	Pro-cyclical
	Lagging

	GRI
	Gross Fixed Investment
	33.7
	4.25
	Pro-cyclical
	Lagging

	RGI
	Government Revenue
	34.61
	4.35
	Pro-cyclical
	Lagging

	RGE
	Government Consumption Expenditure
	67.60
	8.50
	Pro-cyclical
	Leading

	INFR
	Inflation Rate
	88.74
	11.16
	Countercyclical 
	Leading

	AWR
	Average Wage Rate
	52.92
	11.16
	Pro-cyclical
	Lagging

	RM1
	Real Narrow Money Supply
	45.64
	5.74
	Pro-cyclical 
	Leading

	RM2
	Real Broad Money Supply
	37.23
	4.68
	Pro-cyclical
	Leading

	PLRR
	Prime Lending Rate
	22.11
	2.78
	Countercyclical
	Leading

	RTEX
	Total Export
	33.94
	4.27
	Pro-cyclical 
	Lagging

	NOILEX
	Non-oil Export
	42.60
	5.36
	Pro-cyclical 
	Lagging

	CRUDEX
	Crude Oil Export
	36.19
	4.55
	
	

	NOILIM
	Non-oil Import
	33.77
	4.25
	Pro-cyclical
	Leading

	OILIM
	Oil Import
	69.37
	8.73
	Pro-cyclical 
	Leading

	RTIM
	Total Import
	30.78
	3.87
	Pro-cyclical
	Lagging

	EER
	Exchange Rate Fluctuation
	33.30
	4.19
	Countercyclical
	Leading


Source: Author’s calculations from tables 4.4, 4.5 and 4.6

4.6    Conclusion
In this study, the cyclical properties of the macroeconomic time series of Nigeria are examined with a view to establishing the existence of business cycle fluctuations. The period of study, 1970-2004, is subdivided into five periods. The study reviewed the economic policy environment highlighting the policy options with respect to the government of the day. Our method of analysis is atheoretical statistical analysis and we use a univariate detrending procedure to access cyclical behaviour of the Nigerian macroeconomic data. Due to technical limitation, the HP filter was the only detrending technique available for this study. 

We performed the standard unit root test using the augmented Dickey-Fuller tests on the raw data to establish stationarity status of the variables. The tests showed that virtually all the series were non-stationary in levels. However, they became stationary I(0) series at first difference of the series. This procedure is very important since computing the correlations of non-stationary raw data would not be appropriate.

We discussed the cross-correlation pattern between RGDP and its components and attempted to identify a set of business cycle regularities using other statistics such as volatility, relative volatility, contemporaneous correlation, and phase shift to establish cyclical behaviour. We also highlighted similarities and differences between our results and those of other studies based on Argentina and U.S.A. We investigated the real and nominal facts of the macroeconomic variables with a view to documenting the type of shocks that characterized the economy.

From the results obtained, some preliminary remarks on the implications of our analysis could be made. First, the Nigerian macroeconomic time series data indicate clear business cycle regularities. They indicated two full cycles of 20 years (1970-1989) and 15 years (1990-2004). Second, the business cycle frequencies of the Nigerian macroeconomic data are similar to those of other developing and industrial economies. Third, the results suggest that the business cycle of Nigeria is informed by real and nominal facts. Four, our analysis was limited to the use of only one detrending technique. It will be necessary to use other filters in order to ensure robustness of the results. Five, these tentative results are based on annual data. However, it would be necessary to envisage the implications of using quarterly data.

Finally, from the analytical point of view, it is at this point natural to envisage the construction of a dynamic stochastic general equilibrium model for Nigeria in order to assess if such model can reproduce the stylized facts stated in this study. Some of the correlations computed in the study such as the fact that government expenditure is pro-cyclical with RGDP, that money supply (RM1 and RM2) is pro-cyclical, that total export is pro-cyclical, that inflation is countercyclical, and that exchange rate is pro-cyclical, can indeed be explained within the existing business cycle theories. Consequently, building a quantitative model that can account for the business cycle regularities established in this study could be useful for the design of stabilization policies and macroeconomic policy management in Nigeria.

                                             CHAPTER FIVE 
       ESTIMATION OF THE DSGEM OF THE NIGERIAN ECONOMY

5.1 Introduction

In chapter four of this study, the existence of business cycles and the business cycle stylized facts for Nigeria are established. This thus answered the first objective of the study, that is, establish and characterize business cycles in Nigeria as well as the first and second hypotheses, which are that no business cycles fluctuations existed in the Nigerian economy and no co-movement between the GDP and its main components. Based on atheoretical approach, we used cross-correlation statistics to show the pattern of correlation between RGDP and its components and we identified a set of business cycle regularities using other statistics such as volatility, relative volatility, contemporaneous correlation, and phase shift to establish cyclical behaviour. In that chapter, we also highlighted similarities and differences between our results and those of other studies namely Argentina and U.S.A. We investigated the real and nominal facts of the macroeconomic variables we thus documented the type of shocks that characterized the economy. This study is also an investigation of the comparable status of important developmental statistics of the Nigerian economy regarding where it should be.

It will be recalled from the preceding chapter that the first result is that the Nigerian macroeconomic time series data indicate clear business cycle regularities. Two full cycles of 20 years (1970-1989) and 15 years (1990-2004) have been identified. This confirms the facts that cycles are not generally of the same periodicity. Second, the business cycle frequencies of the Nigerian macroeconomic data are similar to those of other developing and industrial economies. Third, the results suggest that the business cycle of Nigeria is driven by real and nominal facts. 

In what follows, attempt is made to present a unified perspective designed to take our model to the data. In estimating the model, the informal econometric method of calibration and the Bayesian method are considered. According to Romer (1996) and Fukac, Pagan, and Pavlov (2006), the method of calibration consists of a wide range of procedures including matching of moments, use of opinions and intuitions, evidences from previous micro- and macro-economic studies as well as institutional factors. This method is designed to provide preliminary estimates of the parameters of a model in an attempt to obtain an accurate and true evaluation of the model parameters.

In the case of Bayesian technique applied in this study, Kremer et al. (2006) opined that the method combines some aspects of the calibration method with more rigorous estimation techniques. The Bayesian approach consists in specifying some priors for the parameters to be estimated. The priors are often obtained from the same source where the information for calibration is obtained. Indeed, this technique, argue An and Schorfheide (2006), has three characteristics. First, it is system-based and fits the solved DSGE model to a vector of aggregate time series. Second, the estimation is based on the likelihood function generated by the DSGE model rather than by the gap between the DSGE model impulse responses and the VAR impulse responses. Third, prior distribution can be used to incorporate additional information into the parameter estimation .e.g. where an economy should be progressively and developmentally.   In general, estimation and evaluation of DSGE models are often confronted with the problem of potential model misspecification and possible lack of identification. 

According to Levich and Rizzo (1998:1), in modeling macroeconomic data, the classical regression model assumes that error terms are free of autocorrelation. When autocorrelation does exist the classical model is thus misspecified and an alternative model required. Del-Negro and Schorfheide (2008:1) propose three methods for dealing with the issue of model misspecification: manipulate the shock structure of the DSGE model to optimize the fit of the resulting empirical specification; model the deviations from the cross-equation restrictions explicitly in the likelihood; and ignore the problem and derive quantitative policy recommendations as if the DSGE model were correctly specified. In this study we are sensitive to the possibility of violation of no autocorrelation of random errors. However, these are adequately addressed in Section 3.3.5 (pp 105-107) where we identified different methods of estimating a DSGE model including Generalized Method of Moments (GMM), Maximum Likelihood Estimation (MLE) and the Bayesian method. The process leading to the choice of Bayesian method was therein discussed. Briefly, the Bayesian method addresses the problems engendered by the DSGEMs, particularly the following: uncertainties, prior information and model misspecification. 

In this chapter, we will address the other objectives and hypotheses of the study which consist analyzing the sources of business cycle fluctuations and determining the impact of shocks on major macroeconomic variables in Nigeria. The hypotheses associated with this aspect of the study, we may recall, are that no shock to the economy alters the course of the RGDP, private consumption, unemployment rate, interest rate, inflation rate, total export, total import, crude oil export, among others; and that no nominal or real facts affect Nigeria’s business cycle fluctuations, that is the structural parameters associated with these model are statistically significantly different from zero at the level of 5 percent or above. The theoretical background to this chapter has been developed in chapter 3. In what follows we will present the results of our estimation and simulations in section 5.2. In Sections 5.3, 5.4, 5.5 we discuss the results in relation to productivity, monetary policies and trade policies, respectively. We highlight the major conclusions and findings of the study in Section 5.6. It is important to note that the amplification of these hypotheses consist of showing that the variables in question are perturbation of the model by them as exogenous variables, they cause the endogenous variables in certain direction consistent with the verification or affirmation of the hypothesis. 
5.2 Presentation of Results
The immediate goal of this study is to provide a framework for understanding business cycle fluctuations in Nigeria. As we have already noted, constructing models in the spirit of DSGE will provide reliable answers to substantive economic questions. In this study, obtaining preliminary values for the parameters of the model will be done through calibration. The model will then be simulated. Estimations are undertaken using DYNARE codes, MATLAB version. This package for solving the DSGEM is holistic as it is specifically designed to address business cycle models based on DSGE for which the Bayesian has been chosen. The complete codes will be found in appendix 4.
5.2.1 Calibration

Table 5.1 describes starting parameters of the model and the Bayesian simulated solution. The process of choosing the values of these parameters in order to make the model match the observed data is known as calibration. This method of choosing parameter values is, according to Krueger (2005:63) ensures that the long-run implication of the model matches long-run average observations from the data. In this study and in view of relative scarcity of data from similar studies as the one being attempted in this study in Nigeria, we adopt the calibrated parameters from Scorfheide (2000) as contained in DYNARE package fs2000a example. This approach is common to a host of business cycle studies (See Bergoeing and Soto, 2002 and Weltz, 2005). The values obtained from the calibration are used as priors in the simulation of the model. 

In spite of the properties of the Bayesian approach, its main weakness is in the specification of the prior distribution of the parameter,
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, since such selection is essentially arbitrary Theodoridis(2007:1). Fully specifying priors is infeasible when the set of possible regressors is large or when the sample size is small or when the likelihood is flat. In the applications of Bayesian theory, if a researcher is incapable or unwilling to specify prior beliefs a standard remedy is to apply diffuse priors Doppelhofer et al. (2000:11). However, the ultimate goal of the Bayesian approach is in learning about the unknown parameters through the use of the posterior probability distributions of the parameters given the data. Thus, given the apparent difficulties in using the diffuse priors, it is one way to represent initial ignorance of the parameters. This is the approach adopted in this study.

In effect, with the fact that there are few studies in this area in the country, this study has resulted to using the results obtained from similar studies in the USA, as mentioned above, as the priors designed to represent a measure of study’s ignorance of the true parameters of the model. It is expected that the posterior distribution will coincide asymptotically with the likelihood of the parameter estimates. 

The descriptions of the parameters of the model as well as the definition of the variables have been discussed earlier, and  contained in tables 3.1 and 3.2 and are represented here as table 5.1.
                           Table 5.1: Estimated Parameters Using Bayesian Method
	Parameter
	Calibrated *
	DSGEM Estimates **
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:  discount factor
	0.99
	0.9995
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:depreciation rate
	0.02
	0.0031
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:output elasticity of capital
	0.33
	0.3457
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:deterministic trend of technology
	0.003
	0.0010
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:consumption-output ratio
	0.787
	0.6405
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:steady state money supply
	1.011
	1.0251
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: persistence (autocorrelation coeff.)
	0.70
	0.1287


                    Source: (*) Scorfheide (2000) examples in DYNARE codes, Matlab version

                                (**) Table 5.5 of this study

                    These parameters are contained in Section 3.3: Equations to be estimated.
5.2.2 Results

The DSGE model being estimated here is one that has been augmented by a Vector Autoregressive (VAR) representation. Consequently, the model solved was through the process of estimation/simulation of the DSGE-VAR method (Ireland 2004, and Liu, Gupta and Schaling 2007:5). This estimation/simulation process uses the Bayesian-based DYNARE (Matlab version) package. The DYNARE contains several variants of solving DSGE models including Scorfheide (2000). This is the process of estimation that produced table 5.1 in the first instance.

The equations of the model estimated are presented in chapter 3 of this study (pp 102-104) and we concentrated on three exogenous shocks namely technology shock, monetary shock and external trade shock. This is in consonance with the theoretical foundation of the study which is rooted in the New-Keynesian analysis and hence lay importance on nominal shocks as well as real shocks. The Bayesian method of estimation is applied on the hybrid DSGE-VAR model (See pages 102-104 of chapter 3) and the results are presented and discussed its empirical performance evaluated. The impulse response functions and the variance decomposition are also presented. 

The steady-state is a competitive or a solution to the social planner’s problem where all the variables are constant over time Hahn and Matthews (1967: 3). If the economy starts from a given steady-state solution, it never leaves it. In fact, even if the economy starts from a point different from the steady-state, it will return to it over time and may remain there. The steady-state values form the starting point for dynamic analysis where the dynamic system is linearized (log) around the steady-state with the hope of obtaining a good approximation to the optimal decisions of the agents in the economy. Table 5.2 shows the steady-state values of the endogenous variables of the model. The table indicates the values of these variables that ensure that the system will evolve along a steady-state path without any tendency to diverge from it. These endogenous variables are log-deviations representing the optimal values of these variables. 

In simulating the model, the parameters of the model were kept fixed from the beginning of the estimation. This can be seen as strict prior (Smets and Wouters, 2002: 17). These parameters can be directly related to the steady state values of the state variables and could therefore be estimated from the means of the observable variables. The discount factor,
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, is calibrated at 0.99 and the depreciation rate,  
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, is set equal to 0.020 per quarter , which implies an annual depreciation on capital equal to 8 per cent. The share of capital in total output,
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, is set at 0.33. The share of the steady state consumption in total output,
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, is assumed to be 0.650 while the steady state of 
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, deterministic trend component of technology growth is 0.003. Finally, the unconditional mean of monetary injection growth, mst, is 1.011 and
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, correlation coefficient is 0.7.

Table 5.3 contains the results from the posterior maximization. The table shows the  assumptions regarding the prior distributions of parameters of the model. Two prior distributions were considered for this study: Beta and Normal. The Beta distribution covers the range in the open interval (0, 1). In this study 
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 and 
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 were assumed to be Beta distribution, while 
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 and mst were assumed to be Normal distribution. This means that they can be tested for statistical significance. Essentially, the table contains the prior mode, the standard deviation, the t-statistics and the posterior standard deviation. In addition, table 4 also contains the standard deviation of shocks showing the prior mean, prior mode standard deviation, t-statistic, the 90% confidence interval as well as prior and posterior distribution. Furthermore, table 5.5 depicts prior mean, posterior mean as well as the 90 percent confidence interval. Figures 5.1-5.5 summarizes the information by plotting the prior distributions, the Monte Carlo Markov Chain (MCMC) univariate diagnostic, the Multivariate diagnostic, the combined priors and posteriors distribution and the smoothed shocks of the perturbations.

Table 5.2: Steady State Results

	S/N(a)
	Endogenous Variables (b)
	         Definition     

            (c)               
	Values of variables in (b)

	1.

2.

3.

4.

5.

6.

7.

8.

9.

10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.
	c

d

dA

e

gp_obs

gx_obs

gy_obs

k

l

m

n

p

P_obs

R

w

x

X_obs

y

Y_obs

tot
	Consumption

Deposits

Stochastic process for technology

Latent shock

Observed price

Observed Export

Observed Output

Capital Stock

Loans

Money Supply

Labour Supply

Price Level

Non-stationary Observable P

Interest Rate

Wage Rate

Export

Non-stationary Observable X

Output

Non-stationary Observable Y

Terms of trade


	0.117711

0.849425

1.003

1

1.00797

1.003

2.43026

5.80122

0.860425

1.011

0.187216

2.25815

1

1.02121

1.76161

1

4.5959

0.580765

1

1.02121


Table 5.3: Results from Posterior Maximization

	Parameters
	S  T  A  T  I  S  T  I  C  

	
	Prior Mean
	Mode
	SD
	t-stat.
	Prior
	Posterior dev.
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mst
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	0.356

0.993

0.009

1.000

0.129

0.650

0.010
	0.3566

0.9995

0.0031

1.0002

0.1290

0.6498

0.0041
	0.0002

0.0000

0.0000

0.0014

0.0015

0.0003

0.0000
	1788.1408

264256.405

843.7479

718.8420

86.0633

2083.0699

2108.5630
	beta

beta

normal

normal

beta

beta

beta
	0.0200

0.0020

0.0030

0.0070

0.2230

0.0500

0.0050


 where:
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: output elasticity of capital
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: discount factor
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: deterministic trend of technology

mst: steady state money supply
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                           Figure 5.1: Prior Distribution of the Parameters [image: image423.emf]0 0.1 0.2
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                                  Figure 5.2: MCMC Univariate Diagnostic
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                                        Figure 5.3: Multivariate   Diagnostic
                                           Figure 5.4: Priors and Posteriors
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                                           Figure 5.5: Smoothed Shocks

[image: image429.emf]20 40 60 80 100 120 140

-0.5

0

0.5

1

e_a

20 40 60 80 100 120 140

-2

0

2

e_m

20 40 60 80 100 120 140

-20

0

20

e_x


In general, all the parameters estimated are significantly and statistically very different from zero at the level of 5 percent. In the same sense, the prior mode of the productivity shock, e_a: money supply shock, e_m: and export supply shock, e_x are highly statistically significantly different from zero as could be seen in table 5.4. The table also indicates the posterior mean and the confidence interval. These figures can be virtually compared with figure 5.5. Further information on the estimation results are found in table 5.5. In it are contained the prior mean and posterior mean, the confidence interval as well as the posterior deviation. The table also shows a relatively close value between the prior means and the posterior means except in the case of parameters 
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 and 
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 which are (0.009, 0.0010) and (0.010, 0.0031) respectively.

Table 5.4: Standard Deviation of Shocks

	Shocks
	S  T  A  T  I  S  T  I  CS  

	
	Prior Mean
	Prior Mode
	Std.
	t-stat
	Prior Mean
	90%Confidence Interval
	Prior
	Pstdev.

	Productivity: e_a

Money Supply: e_m

Export supply: e_x
	0.035

0.009

0.009
	0.0358

0.0095

0.0277
	0.0000

0.0000

0.0000
	985.3634

616.2160

1739.2073
	0.0362

0.0093

0.0233
	[0.0349, 0.0375]

[0.0089, 0.0098]

[0.0215, 0.0250]
	invg

invg

invg
	inf.

inf.

Inf.


Note: 
Pstdev. ≡ Posterior deviation


invg.
≡   Inverted Gamma

            inf.      ≡   Infinity 

According to the estimates of the deep (structural) parameters of this model as contained in table 5.5, output elasticity of capital,
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, is 0.3457 or 34.5 percent. The discount factor,
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, is 0.9995 or 99.95 percent. This implies an annualized steady-state real interest rate of about 4 percent. The technology growth rate,
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, is estimated to be 0.0010, that is, 0.1 percent while the steady state money growth, mst, is found to be 1.0251 or 102.5 percent. The depreciated rate,
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, gives an estimated value of 0.0031 while consumption-output ratio, 
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, is estimated at  0.6405 or 64.05 percent. Finally, the coefficient of autocorrelation, that is, persistence coefficient, 
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, is estimated at 0.1287.

Table 5.5:
Estimation Results

	Parameters
	S  T  A  T  I  S  T  I  C  

	
	Prior Mean
	Posterior Mean
	90% Confidence Interval
	Prior
	Pstdev.
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	0.356

0.993

0.009

1.000

0.129

0.650

0.010
	0.3457

0.9995

0.0010

1.0251

0.1287

0.6405

0.0031
	 [0.3359 ,    0.3551]

 [0.9995 ,    0.9995]

 [0.0003 ,    0.0017]

 [0.0032 ,    1.0447]

 [0.0864 ,    0.1986]

 [0.6238,     0.6600]

 [0.0028 ,    0.0035]
	beta

beta

normal

normal

beta

beta

beta
	0.0200

0.0020

0.0030

0.0070

0.2230

0.0500

0.0050


Note: Pstdev: Posterior deviation

where:
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: discount factor
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: deterministic trend of technology

mst: steady state money supply
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Given the above estimates, table 5.6 shows the comparisons of the magnitudes of the estimates of the estimated parameters with those of Schorfheide (2000) and Nason and Cogley (1994) (FS and NC respectively, henceforth). Both studies are based on USA data. From all indications, these estimates appear to be consistent with those of the works cited in this paragraph and tend to replicate the Nigerian economy. In effect, the technology growth rate is estimated at 0.10 per quarter whereas FS and NC obtain 0.38 and 0.30 per quarter, respectively. The difference in their results may be due to time factor and the structure of the respective economies. FS study covers 1950:1 to 1997:4 while NC covers 1954:1 to 1991:4. However, the difference between the estimate for Nigeria and the USA using both studies explains the reality on ground. It clearly shows the difference in industrialization propelled by higher technology growth in the USA, one of the highest per capita income countries, as evidenced by the gap between the estimates.

The consumption-output ratio compares very well in all the studies. In Nigeria, it is about 64 percent while it is 68.4 percent and 77.3 percent following FS and NC respectively. The high magnitudes estimated in all the studies show the importance of consumption in explaining business cycle phenomenon in the economies considered. Consequently, shocks to preferences must be an important factor for policy analysis in Nigeria as it is been done in many advanced economies (Smet and Wouters, 2003). Similarly, capital-output ratio is estimated to be 0.3457; 0.4168 and 0.345 from this study, FS and NC respectively. It could be seen that the value suggested by NC is very close to the one obtained in this study. Hence, the ratio has seemingly related implications for both economies.          

Money growth rate has high value in this study but the magnitude is close to that obtained by NC at 1.2051 and 1.011 respectively. This is an indication of rapid money supply in the economy. However, the estimated autocorrelation of money growth is small at 0.1287 in case of this study whereas it is very high in the cases of FS and NC which is 0.8623 and 0.773 respectively. Since prices in the model are modeled to adjust quickly a large 
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 is needed to capture the persistence in inflation. The small value obtained for 
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 in this 


Table 5.6: Comparing Estimation Results

	Parameter
	This Study
	FS (2000)*
	NC (1994)**

	
[image: image452.wmf]a



	0.3457
	0.4168

(0.0218)
	0.345
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	0.9995
	0.9901

(0.0021)


	0.993
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	0.0010
	0.0038

(0.0010)


	0.003

	mst
	1.0251
	0.0141

(0.0017)


	1.011
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	0.1287
	0.8623

(0.0343)


	0.728
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	0.6405
	0.6837

(0.04790


	0.773
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	0.0031
	0.0020

(0.0011)


	0.022


where:
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: output elasticity of capital
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Note:   *: Model M
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 in Schorfheide (2000: 659).

               This corresponds to the standard cash-in advance model.

               The figures in parenthesis are standard errors

             **: Nason and Cogley (1994: 567). The cash-in-advance model results. 

study seems to contradict this expectation. Hence, the run-away inflation obtained during most part of the period covered by this study seems to match the data.

The result of the estimation of the discount factor parameter,
[image: image465.wmf]b

, shows that it is very close to unity. The parameter,
[image: image466.wmf]b

, measures the level of impatience of consumers and lenders in the economy. This value, thus, confirms the impatience of the representative household in the economy. The result estimated in the study at about 0.9995 is a little bit higher than those of FS and NC at 0.99 and 0.993, respectively. That small gap in the estimates between this study and those of FS and NC can be inferred to justify consumer behaviors in both economies. Finally, the depreciation rate,
[image: image467.wmf]d

, FS and NC are 0.20 and 2.2, respectively while our study shows 0.31. This is a wide gap between the value obtained in NC as against those of this study and FS.

In effect, the import of using Bayesian method in estimating/simulating our model becomes evident. As argued by Liu (2006) and as contained in Section 3.3.3 (pp 98-102) of this study, that the process of ‘’estimation’’ is not one of deducing the values of fixed parameters, but rather one of continually updating and sharpening our subjective beliefs about the state of the world around us. In addition, it has been pointed out that Bayesian procedure is in terms of probabilistic statements rather than the classical hypothesis testing procedure.

                                                     CHAPTER SIX

             POLICY ANALYSIS OF SHOCKS TO BUSINESS CYCLES IN NIGERIA

6.1 Introduction

In the preceding chapter, we estimated dynamic stochastic general equilibrium vector auto regression (DSGE-VAR) model of the Nigerian economy using the Bayesian method, presented and discussed the results. In effect, at the estimation stage we have made use of DYNARE package version 3 (Matlab 7.0 version) which is particularly designed for the estimation /simulation of DSGE models. In fact, the attraction of DYNARE, according to Griffoli (2007:4), is that it is able to (1) compute the steady state of the model, (2) compute the solution of deterministic models, (3) compute the first and second order approximation to the solutions of stochastic models, (4) estimate parameters of DSGE models using either a maximum likelihood / Bayesian approach, and (5) compute optimal policies in linear-quadratic models. In employing these qualities of the DYNARE package, in the current chapter we are set to examine the implications of the selected perturbations on the path of the main macroeconomic variables chosen for this study.

The main objective here is to examine what happens to the path of the endogenous variables when some perturbations occur in the economy. In this respect, DYNARE reports the matrix of covariance of exogenous shocks, policy and transition functions, moments of simulated variables, correlation of simulated variables and autocorrelation of simulated variables. However, it is the graphical results that draw more attention in this chapter. Having discussed the stylistic, fluctuations of the endogenous variables over time and the structural parameters, it is necessary to now present the visual evidences of the co-movements of relevant variables following perturbation to the economy with respect to productivity, money supply and export. The burden of verification is now on the visual expression and impression as depicted by the graphs since we are dealing with business cycle fluctuations.

The graphs alluded to in the preceding paragraph show the actual impulse response functions for each of the endogenous variables, given that they actually moved. These can be especially useful in visualizing the shape of the transition functions and the extent to which each variable is affected (Griffoli, 2007:34). Thus, in studying macroeconomic policies and business cycles in Nigeria, we have restricted ourselves to three manageable macroeconomic shocks, in terms of model estimation, to specific drivers of the Nigerian business cycles. Our areas of interest in this study are productivity, money supply and export. In the next three sections, we shall examine these issues as they relate to macroeconomic policies and business cycles. In doing this, we adopt the impulse response functions (IRFs) and variance decompositions technique meaning the response/path of a variable to an exogenous perturbation and the proportion of the total variation of a variable due to itself and all the other endogenous variables, respectively.

Table 6.1 above shows the matrix of covariance of exogenous shocks of the three shocks considered in this study. It is a diagonal matrix indicating non correlation of error among the variables. The entries on the principal diagonal show the variances of the exogenous shocks. The small magnitude of the variances may point to a good fit.

Table 6.1: Matrix of Covariance of Exogenous Shocks

	shocks
	      e_a                      e_m                  e_x

	e_a

e_m

e_x


	  0.000196             0.000000          0.000000   

  0.000000             0.000025          0.000000

  0.000000             0.000000          0.000121         


where: e_a: Productivity shock

           e_m: Money supply shock

            e_x: Export supply shock

6.2 Productivity and Business Cycles in Nigeria
Figures 6.1 plots the impulse responses to the various structural shocks considered in this study. A positive productivity shock caused consumption to increase over time. On impact, the effect was negative but gradually became asymptotic to the steady state over the time horizon. The stock of capital, k; interest rate, R; export, x; and output Y, also behave in a similar manner. In contrast, price level, P; deposit, d; loans to firms, l; labour force, n; and wages, w, depict an inverse relationship indicating that a positive productivity shock at impact causes these variables to fall and then converge non-linearly to the steady state as time goes on in the horizon.

                                      FIGURE 6.1: Orthogonalized shock to e_a
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From these observations, it follows that relationships between productivity and some macroeconomic variables do not follow standard patterns. In effect, a positive productivity shock is expected to cause rise in output as indicated above and a concomitant increase in labour supply, increase in wages and even fall in prices. A possible explanation in these discrepancies could be found in the sources of productivity. If it is due to technology growth, there is the likelihood that such changes will not cause increase in labour supply and wage increases. However, all these variables converge to the steady state in the long run. From a policy prescription perspective, the results suggest that policy in form of productivity shock must be backed-up by complementary policies in order to bring about the desired fall in unemployment, increase in wages and price stability. 

Table 6.2 corroborates the findings described above. The table is policy and transition functions of the DSGE model. The approximate solution of the model takes the form of a set of decision rules or transition equations. The table depicts the interaction between some pre-determined variables, that is, previous state of the model and the exogenous shocks observed at the beginning of the period on the rows and the endogenous variables on the columns. In the presence of a positive productivity shock, the table shows that the decision coefficients are positive for all the endogenous variables except stock of capital, export, output, and consumption which are negative while money is zero. The zero entries are indications of no relationship between the variables concerned. 

A close examination of some real variables in the model takes us a step further in our analysis. In particular, observing the output, y, the previous state of capital stock, (k(-1)) has a positive effect while predetermined money supply, the productivity shock and money supply growth shock have negative effect. Similarly, previous state of capital stock has a positive effect on consumption while predetermined money supply, productivity shock and money supply growth shock all have negative coefficient. The policy implication here is that the authorities should be weary of the adverse effect of technology growth shocks on the welfare of households. And a lagged value of money supply has negative effect on output, export, consumption and labour force. However, the 

                                           INSERT TABLE 6.2
                                      Table 6.3: Theoretical Moments 
	Variable


	                    Definition
	Mean
	S.t.d
	Variance

	c

d

dA

e

gp_obs

gx_obs

gy_obs

k

l

m

n

P

R

w

x

y
	Consumption

Deposits

Stochastic Process

Exogenous stochastic process

Observed Price

Observed Export

Observed Output

Capital Stock

Loans

Money Supply

Labour Supply

  Price level

Interest Rate

Wage Rate

Export

Output
	0.4477

0.8494

1.0030

1.0000

1.0080

1.0030

2.4303

5.8012

0.8604

1.0110

0.1872

2.2582

1.0212

1.7616

1.000

0.5808
	0.0103

0.0160

0.0140

0.0140

0.0112

0.0203

0.0127

0.2389

0.0165

0.0071

0.0028

0.0571

0.0216

0.0348

0.0114

0.0025
	0.0001

0.0003

0.0002

0.0002

0.0001

0.0004

0.0002

0.0571

0.0003

0.0001

0.0000

0.0033

0.0005

0.0012

0.0001

0.0000


same pre-determined variable has a positive effect on prices, capital, wages, interest rate and loans from financial institutions. These results seem to reflect the Nigerian economy.

6.3 Monetary Policies and Business Cycles 

Going also by Figures 6.2, a positive money supply shock on consumption; interest rate, R; total export, x; and output y has the same effect similar to those of a positive productivity shock. In the same vein, bank deposit d, and labour force, n also shows similar response. However, a positive money supply increases from 1 at impact to a peak around the 8th quarter only to decrease monotonically into the horizon. Similarly, R, x and y indicate similar effect since they all rose from a negative position at impact only to converge around the steady state. The variable price level (P) and loan (l) present a different visual observation. They both decline right from the impact of the money shock and decrease monotonically coinciding with the steady state into the horizon.

The above discussion is reinforced by examining the effects of monetary policy shocks; a positive monetary policy shock leads to a rise in nominal interest rate. This causes an increase in nominal wage rate since price level has also increased nominally. Contrary to stylized facts, following a monetary policy shock, expansive monetary policy, real wages are expected to fall in the face of rising inflation. In this case, price level increases at the same rate so that the wage rate remains nominally high. This will discourage export supply, output production, consumption, bank deposits and labour force since the demand for labour falls following the fall in demand for goods and fall in production as a consequence. This assertion is drawn from table 6.2. This result also corroborates the monetarist predictions to the extent that real variables do not affect nominal variables. In this case, in particular, the future path of money supply is affected by previous state of money supply and the current monetary supply growth shock. 

                                 FIGURE 6.2: Orthogonalized Shock to e_m [image: image470.emf]20 40 60
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6.4 Export Policies and Business Cycles in Nigeria
This study suggests there are many potential determinants of business cycles in Nigeria. And without doubt a leading candidate is export. In term of business cycle analysis, higher trade between one or more countries means more co-movement of business cycles. From figure 6.3, the export supply shock seems to have more impact on export variables namely the observable X, the log-linearized variable x and the growth rate of the observable gx_obs, although the impact is of short duration. In effect, a positive export supply shock led to a sharp fall in export and reached the steady state value within the first quarter. In particular, the fall in the case of gx_obs variable fell below the steady state only to return to it within the second quarter. This result seemingly suggests little or no relationship between export shocks and the other endogenous variables in the model.

These results suggest and amplified the ‘’marginalization’’ of the Nigerian economy in the world trade. This maginalization of the economy is due to lagging growth in GDP and not due to low trade ratios ( Nigeria Congress, undated: 26). Another issue is the fact that the economy is monocultural depending for most of its earnings from the export of crude oil. Consequently, the export sector both oil and non-oil export are not linked to the economy and hence no much value addition. Though our model do not explicitly incorporate the import sector, Nigeria is excessively dependent on the international economy and she is thus exposed to international shocks and the boom-burst cycles of the world macro- economy are not strange to her. However, the incorporation of the import sector could amplify the transmission of international business cycles into the Nigerian economy.

In terms of policy prescriptions, and as indicated by the decision variables of table 6.2, a set of policy mix is required to safeguard the economy from external vagaries. According to Nigeria Congress (Undated:13), the boom-and–burst cycles that accompany commodity exports are one of the consequences of monoculturalism and structural vulnerability and impact adversely on the sustainable provision of essential public infrastructure. The non correlation between the export supply shock and the other endogenous variables may not be unconnected with the restrictions placed on our model. In effect, the latter does not explicitly incorporate exchange rate, foreign direct investments, and other external trade variables. It is not impossible that a model that incorporates all these external sector variables may adequately capture the structural behavior of the Nigerian economy.

                                   Figure 6.3: Orthogonalized Shock to e_x
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The contributions of each structural shock on all the endogenous variables can also be appreciated using the variance decomposition technique. The variance decomposition shows the percentage of error variance in one variable due to one standard deviation shock of the variable itself and other variables in the system. The variance decomposition decomposes variations in an endogenous variable into the component shocks to the endogenous variables in the system. The results of variance decomposition help in ascertaining the relative importance of the various variables in explaining the variations in the variable being considered in other words the computation of variance decomposition assist in gauging the importance of individual shocks. 

From table 6.4, it could be observed that export supply shock does not add to the explanation of the variations in many of the variables. In general, productivity shock explains much of the variations in consumption, deposit, growth in productivity, capital stock, loans, labour demand, Price level and total output. The monetary supply shock explains much of the variation in price growth, gp_obs; in interest rate, R, in wage rate, w, and totality of money supply variable itself. However, export supply shock explains 92.3 percent of total variation in total export while productivity and money supply shocks only explain 7.5 percent and 0.2 percent respectively.

Further, tables 6.5 and 6.6 provide more insight into the strength of relationships and directions among the variables of the model. In particular, table 6.5 shows that export is weakly correlated with all the endogenous variables of the model and with a negative direction in the cases of deposits, d, loans, l, labour supply, n, price level, P, and average wage. In terms of policy prescriptions the above observation exposes the weak linkages between the export sector and the rest of the economy and thus reinforces the need for a more proactive policy that engenders value addition in the sector.

The above result seems to confirm the age old classical analysis stipulating that nominal changes will have effect on nominal variables while real changes will have implications on real variables. This study thus shows that business cycles in Nigeria have been propagated by real as well as nominal shocks. 

 Table 6.4:
Variance Decomposition (in percentage)

	Variable


	                    Definition
	e_a
	e_m
	e_x

	c

d

dA

e

gp_obs

gx_obs

gy_obs

k

l

m

n

P

R

w

x

y
	Consumption

Deposits

Stochastic Process

Exogenous stochastic process

Observed Price

Observed Export

Observed Output

Capital Stock

Loans

Money Supply

Labour Supply

  Price level

Interest Rate

Wage Rate

Export

Output
	96.75

97.78

100.00

100.00

37.21

41.08

99.83

99.80

91.49

0.00

99.23

80.73

46.58

20.74

7.49

97.95
	3.25

2.22

0.00

0.00

62.79

0.03

0.17

0.20

8.51

100.00

0.77

19.27

53.42

79.26

0.16

2.05
	0.00

0.00

0.00

0.00

0.00

56.89

0.00

0.00

0.00

0.00

0.00

0.00

0.00

0.00

92.36

0.00


         where: e_a: Productivity shock

                    e_m: Money supply shock

                     e_x: Export supply shock
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Table 6.6:  Coefficient of Autocorrelation

	
	Definition
	                      Order

	Variable
	
	1
	2
	3
	4
	5

	c

d

dA

e

gp_obs

gx_obs

gy_obs

k

l

m

n

P

R

w

x

y


	Consumption

Deposits

Stochastic Process

Exogenous stochastic process

Observed Price

Observed Export

Observed Output

Capital Stock

Loans

Money Supply

Labour Supply

  Price level

Interest Rate

Wage Rate

Export

Output
	0.9374

0.9429

0.0000

0.0000

0.2620

-0.2927

0.0059

0.9468

0.9234

0.7000

0.9459

0.8958

0.8104

0.7474

0.0719

0.9407
	0.8810

0.8900

0.0000

0.0000

0.1921

0.0016

0.0057

0.8963

0.8579

0.4900

0.8949

0.8124

0.6718

0.5681

0.0677

0.8864
	0.8294

0.8407

0.0000

0.0000

0.1426

0.0016

0.0054

0.8486

0.8008

0.3430

0.8468

0.7441

0.5692

0.4402

0.0639

0.8362
	0.7820

0.7946

0.0000

0.0000

0.1075

0.0015

0.0052

0.8033

0.7501

0.2401

0.8014

0.6869

0.4921

0.3484

0.0603

0.7896
	0.7381

0.7514

0.0000

0.0000

0.0826

0.0014

0.0049

0.7605

0.7046

0.1681

0.7585

0.6381

0.4331

0.2819

0.0570

0.7461


6.5 Conclusion
In this chapter, the DSGE-VAR model has been estimated and simulated using the DYNARE codes. Three shocks were introduced into the model as major drivers of Nigeria’s business cycles. These are productivity shock, money supply growth shock and export supply shocks. Our endogenous variables are consumption, labour, price level, deposits, loans, interest rate, wage rate, money supply, export, and output measured by the GDP and capital stock.

The results obtained in this study show that productivity shock, money supply growth shock and export supply growth shock contributed in the statistical sense in explaining business cycle as driven by both real and nominal shocks. This has implications for the economy. In effect, it is a known fact that Nigerian economy is highly dependent on her export earnings especially crude oil exports. Foreign currency generated from this source is known to be often injected back into the economy without being sterilized for long. The consequence of this is the unprecedented growth rate of money supply into the economy. The impact of this confirms theoretical underpinnings in the sense that price increases, engendered by high money supply into the economy, have manifested in high nominal wage and interest rate over the most part of the period under study. High growth rate of money supply in the economy may also be explained by excessive non sterilization of foreign exchange earnings to finance expansionary monetary and fiscal policies.
The magnitude of the parameter estimates is reinforced by the results of similar studies using the same methodology (DSGE) and the same variant (cash-in-balance) (Nason and Cogley, 1994 and Scorfheide, 2000). This shows that not only do business cycles exist in the Nigerian economy; modern computational methods can be used to capture the phenomenon. The results also suggest that productivity shock is relevant to the Nigerian economy in the same way Kydland and Prescott (1982) propose. The results also confirm the New Keynesian analysis (which forms the theoretical base of this study) that both real and nominal factors do explain business cycles.  

Going by the results obtained in this chapter, and given the methods of estimation applied in this study, more elaborate model for the study of business cycle fluctuations in Nigeria can be envisaged. A major finding of the study is the fact that the export sector which is supposed to be the engine of growth of the economy is exhibiting weak linkages with the rest of the economy.  This may not be unconnected with outward-looking nature of the Nigerian economy with import value almost matching the export value. Obviously, this is one of the consequences of Dutch Disease syndrome which can affect the economy in two ways: resource movement effect and spending effect. 

According to Wikipedia (undated), the former will increase the demand for labor causing production to shift the booming sector away from the lagging sector. This shift in labor from the manufacturing to the booming sector is called direct-deindustrialization. In the case of Nigeria, this effect is minimal given the fact that the manufacturing sector is not a large employer of labor anyway. The spending effect is a result of big income from the oil sector. This increases the demand for labor in the non-tradable away from the manufacturing sector. This is known as indirect–deindustrialization. Consequently, the increased demand for non-traded goods causes price to increase. Because the prices of traded goods are set internationally, they cannot be changed unilaterally within the economy. This thus constitutes an increase in the real exchange rate. 

                                             CHAPTER SEVEN 
                       SUMMARY, FINDINGS, CONCLUSIONS AND

                                          RECOMMENDATIONS
7.1 Summary

The main objective of this study is to examine macroeconomic policies and business cycles in the Nigerian economy. There are three objectives associated with this work namely establish and characterize the existence of business cycle in Nigeria, analyze the sources of business cycle fluctuations and measure the impact of shocks. The research hypotheses subjected to test in this study include (1) no business cycles fluctuations existed in the Nigerian economy during the study period; (2) no co-movement between the GDP and its main components in Nigeria between 1970 and 2004; (3) no shock to the economy alters the course of the RGDP, private consumption, unemployment rate, interest rate, inflation rate, total export, total import, crude oil export, among others; and (4) no nominal or real facts affect Nigeria’s business cycle fluctuations.   

One of the justifications of the study is that it is important to understand the causes of macro-economic fluctuations in developing economies for policy analysis and forecasting because of the overall implications for growth and welfare. It has been observed that Less Developed Countries (LDCs) have experienced much more periods of frequent fluctuations (and even longer periods of downturns than upturns) as measured by their Gross Domestic Product (GDP) than their counterparts in the developed economies. In the case of Nigeria, injection of oil revenue led to the creation of the Dutch disease concern in the economy.

One of the consequences of volatility in real GDP is the attendant unemployment with its financial hardship and loss of identity that it entails according to Akerlof (2001). Unemployment, among others, is a major macroeconomic problem in Nigeria and hence the study of the occurrence of peaks and troughs in macroeconomic activities known as business cycle is even more critical in such an economy. Other consequences of economic fluctuations are sharp rises in inflation rates, growing size and composition of government expenditure and slow growth of the domestic production. These outcomes are traced to multiplicity of exogenous and endogenous shocks which in the case of Nigeria have combined to generate business cycles.

Two approaches were adopted in addressing the objectives of the study: statistical method, tagged atheoretical and formal econometric techniques of analysis known as dynamic stochastic general equilibrium (DSGE) method. The former describes the time series properties of the data culminating in characterizing business fluctuations in Nigeria and documenting the stylized facts. In examining the other major concern of this study  which falls within the perspective of a useful macroeconomic model, a macroeconomic model is developed in an attempt to provide answers to the sources and policy implications of business cycles in Nigeria. In this respect, the study begins with the Real Business Cycle (RBC) methodology and broadens it with nominal factors in the spirit of Dynamic Stochastic General Equilibrium (DSGE) model based on New-Keynesian theory. This methodological approach to macroeconomic modeling complements system of equations macroeconomic modeling and the Computable General Equilibrium models (CGEMs). 

In effect, adopting the methodology of DSGE to the Nigerian economy provides basis for understanding the economy as well as policy formulation and analysis. The basic standpoint of such models is the behavior of the rational economic agent to changes in its environment. The other ingredients include the assumptions of dynamic state, stochastic behavior, and explicit microeconomic optimization foundation. The challenges posed by such a system of non-linear equations were fully addressed by recourse to the mathematical tools offered in optimal control theories. 

The technique of dynamic optimization required as stated in the preceding paragraph is based on welfare economics. This is because the latter allows explicit incorporation of social value judgments and the characteristics of the underlying socio-system and provides realistic welfare maximizing optimal resource allocation and social choices and decisions consistent with the reality of the economy being studied. The study adopted the works of Nason and Cogley (1994), Scorfheide (2000), and Duncan (2002). The study, however, differs from the above studies with the introduction of the export variable/institution as an economic agent.

In terms of methodology, the study, in the first stage addresses the basic time series properties of the Nigerian data. This is based on unconditional correlation of the different variables. This attempt helps in documenting business cycle stylized facts of the economy. The study has therefore documented the following statistics amongst others: measurement of direction of movement of variables (such as consumption, gross fixed investment, government expenditure, total import, total export,…) compared with that of the real GDP ( procyclical, countercyclical, acyclical); measurement of the amplitude of fluctuations (volatility, or relative volatility); and measurement of the phase shift: whether a variable changes before or after real GDP does (leads or lags of cycle).

In using the DSGE model to answer the other objectives of the study; it was necessary to find the solution of the system of equations which are solved by numerical computational methods rather than the analytical procedure. In this respect, the study observed that many numerical methods have been developed to obtain approximate decision rules including: (1) Undetermined Coefficients in Levels, (2) Undetermined Coefficients in Logarithms, (3) Finite Elements Method, (4) Spectral Method (Chebyshev Polynomials), (5) Perturbation Approach at Second order expansion in levels; (6) Perturbation Approach at Fifth order expansion in levels (7) Perturbation Approach at Second order expansion in logarithms and (8) Value function iteration. This study adopted the undetermined coefficients in logarithms or the log-linearization method, that is, number (2) above, based on appropriateness and the availability of a computer package: DYNARE V3 (Matlab version). 

Two sets of data are used in this study namely annual and quarterly. The annual data are used in testing the first objective of the study. They are mainly obtained from domestic data sources. The thrust of using this set of data lies in the larger number of variables obtainable thus helping in showing the existence of business cycle in Nigeria from a large number of variables. It should be pointed out that quarterly data on many of these variables are not available, even from international sources.
The estimation/simulation of the DSGE-VAR is achieved by the use of DYNARE codes (MATLAB version), being a powerful and highly customizable engine with an intuitive front-end interface to solve, simulate, and estimate DSGE models. It is a pre-processor and a collection of MATLAB routine. The advantage of this is that equations of a DSGE model can be written almost as ordinarily as possible. In general, DYNARE is able to compute the steady state, compute the solution of the deterministic models, compute the first and second order approximation to solutions of stochastic models, and estimate parameters of DSGE models using Bayesian approach, and compute optimal policies and transition functions. The DYNARE codes used in this study is contained in appendix 4.
The DSGE model adopted in this study to capture business cycle facts is perturbed by three exogenous shocks namely technology shock, monetary shock and terms of trade shock. This is in consonance with the theoretical foundation of the study which is rooted in the New-Keynesian analysis and hence lay importance on nominal shocks as well as real shocks. The Bayesian method of estimation is applied on the hybrid DSGE-VAR model and the results are presented and discussed and its empirical performance evaluated. The impulse response functions and the variance decomposition are also presented. 

7.2 Findings

There are two sets of results from this study: the atheoretical and theoretical according to the method used. Given the former approach, it is found that business cycle fluctuations exist in Nigeria and the observed stylized facts are comparable to those recorded in the advanced economies such as the USA and Germany and in other countries such as Argentina, Brazil, Chile, Mozambique and South Africa. The results suggest the existence of about two complete cycles from one trough to another, which is 1970-1989 (20 years) and 1990-2004 (15 years). These two cycles do not exhibit the same resemblance nor do they happen at constant or predictable internals. In addition, the study is able to establish that private consumption, gross fixed capital formation, interest rate, exchange rate, wage rate, industrial output, and non-oil export are pro-cyclical to the GDP. However, while on the one hand unemployment and inflation rate are countercyclical to the GDP, on the other hand narrow and broad money are contemporaneously correlated with the GDP.  

 The results obtained from the theory-based approach, that is, DSGE-VAR show that productivity shock, money supply growth shock and export supply growth shock contributed in the statistical sense in explaining that business cycle is driven by both real and nominal shocks. A policy consequence of this is the unprecedented growth rate of money supply into the economy which confirms theoretical underpinnings in the sense that price increases, engendered by high money supply into the economy, have manifested in high nominal wage and interest rate over most part of the period under study.

The magnitudes of the parameter estimates are reinforced by the results of similar studies for which the same methodology (DSGE) and the same variant (cash-in-balance) have been used. The finding shows that not only do business cycles exist in the Nigerian economy; the application of existing computational methods and the corresponding computer package which this study has done can become a viable alternative to policy analysis and prescriptions in Nigeria. Besides, the results indicate that productivity shock is relevant to the Nigerian economy in the same way Kydland and Prescott (1982) study found. The results also confirm the New Keynesian analysis (which forms the theoretical base of this study) that both real and nominal factors do explain business cycles.  

7.3 Concluding Remarks

In spite of the initial suspicion that business cycles do not exist in the Nigerian economy, this study has shown that they occur and quite at irregular intervals as predicted in the literature. The study also shows the degree of pro-cyclicality or counter-cyclicality between the gross domestic product and a number of its main components. These are also within the theoretical expectations. The application of a DSGE model helps in affirming the fact that the Nigerian economy is buffeted by various shocks particularly shocks to productivity, money supply and terms of trade. Above all, the study shows that same can be applied for policy analysis in Nigeria. In particular they could be used for monetary policy analysis and prescriptions as well as designing value addition export policies. It could also be used to understand some phenomena that may be influencing the course of the economy such as the Dutch-Disease syndrome. It also provided insight to the fact that export supply shocks could help in explaining Dutch–Disease concerns in Nigeria. One major conclusion is that price increases engendered by excessive money supply have manifested in high nominal wage and interest rate.
Some of the policy implications of this study include the need for specific sectorial policy to boost production; policy mix of fiscal and monetary policies to encourage both domestic and foreign investments; inflation and interest rate targeting approach by the monetary authorities; breaking resource curse through removal of inhibitive export promotion drives; encouragement of South-South trade to enhance inter-regional trade among emerging economies such as Nigeria; and putting in place good institutions to facilitate these policies. 
7.4 Recommendations

This study has shown that business cycles do exist in the Nigerian economy and has demonstrated the co-movements between the gross domestic product and its main components. Consequent upon the findings of the study, one of the recommendations that could be made is that documenting business cycle analysis, dating and turning points, as well as analysis of the periods of booms and bursts should become major research efforts in the immediate future in the economy. Such studies will assist policy makers to take appropriate policy measures given the available information on the position of the economy at any given time. 

The results obtained from this study (though tentative) are indications that micro-founded, theoretically consistent and stochastic optimization models are germane to macroeconomics analysis of Nigeria. The fact that the method used in the study facilitates feedbacks between the professional economists and decision-makers promises an alternative policy analysis tool in the Nigerian economy.  The study has been able to explain productivity changes, replicates nominal side dynamics as well as transmission mechanism of terms of trade. It follows that the study’s approach could become a candidate model for understanding the Nigerian economy. 
The current global financial meltdown is reminiscent of the Great Depression of the 1930s. This study has shown that the Nigerian economy is perturbed by both real and nominal factors reinforcing the need for government intervention in the economy. The current experiences show that the economy can not be left to the invisible hands and ultra liberal market reforms. It is imperative that government embarks on policies that will avert recession or even depression which though originating from an economy can have regional/ global implications. 

Finally, a major finding of the study is the fact that the export sector which is supposed to be the engine of growth of the economy is exhibiting weak linkages with the rest of the economy. This study suggests the need for a major policy design to encourage value addition of the nation’s export commodities.  
7.5 Contribution to Knowledge of the Study
This study has contributed to knowledge in the following ways: First, there have been few studies to unravel the existence and characteristics of business cycle fluctuations in Nigeria. This study has shown that there is business cycle in Nigeria. 

Second, this study has contributed to quantitative macroeconomic assessment of the Nigerian economy based on the characterization and analyses of business cycles in a Dynamic Stochastic General Equilibrium (DSGE) framework. 

Third, econometric models provide tools for forecasting, understanding an economy and policy analysis. In this respect, this study has made contribution to knowledge in the area of policy analysis by proposing a DSGE model which can be seen as an alternative to the existing short-run system-of-equations macro-model in Nigeria.
Finally, this study adopts the Bayesian method in the estimation of the DSGE model constructed for the Nigerian economy. 
7.6 Limitations and Future Lines of Research

DSGE models are better taken to quarterly data. However, these are in short supply in Nigeria. It was therefore necessary to use statistical technique of data generation using the Galdafo formula to render the annual data in quarterly form. Further, the Bayesian method used in the study required choice of priors that reflected the model economy. In this respect it is necessary to work with results on micro-level studies to provide the prior information. In view of few researches in this area in Nigeria it was difficult to get this information. The study thus assumes some priors from other countries outside Africa with different experiences of business cycles. This approach is not uncommon to similar studies (See Bergoing and Soto, 2002) and (Weltz, 2005), on Argentina and Sweedish economies, respectively. 
Finally, there are few studies in this area in Nigeria and indeed Africa South of the Sahara except South Africa. In fact this study could only get two papers by Olekah and Oyaromade (2007) and Peiris and Saxegaard (2007). In view of these observations the results of the study can be described as tentative. However, the study can be explored in a number of directions. Some of the areas for future research works include the following: 

· The model used in this study is based on Cash-In-Advance, CIA, assumption. Other assumptions such as Lucas-Fuerst Model, LF; The Portfolio Cost of Adjustment Model, noted as CEP with due respect to Christiano and Eichenaum; and The Imperfect Labour Substitutes Model, abbreviated as CEL in recognition of the same authors could be tested on the Nigerian data (see Nason and Cogley, 1994);
· The study did not feature sensitivity analysis and forecast. In the nearest future, it is hoped that the present model will be re-estimated and forecast carried out;

· This study can be extended to  analyze  monetary policies of the Central Bank of Nigeria and in particular test the Taylor rule and the New Keynesian Phillips curve; 

· This study concentrated on the effects of monetary policy and the Dutch disease on the macro economy. It will be germane to incorporate fiscal policies in future works;

· A dynamic stochastic model such as the one used in this study could be used to investigate financial development and economic growth in Nigeria;

· One of the assumptions of the model in this study is that of close economy in the sense that the optimizing behavior of importers, and the rest of the world were not explicitly taken into consideration. This study can therefore be extended to incorporate the assumptions of Small Open Economy and international business cycles;

· The study can be used to examine the transmission mechanism of international business cycles and fluctuations into an emerging economy like Nigeria;

·  It can also provide a platform for the study of business cycles and macroeconomic policy among the economies of countries within a union such as the ECOWAS; and

· This study has established the existence of business cycles in Nigeria. It is thus apposite to envisage research works in the area of cycle dating and possible turning points. 
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                                       APPENDICES
APPENDIX 1: Derivation of the FOC and Log-linearization of the    

                                              Export Sector

In this appendix we discuss the procedure for the resolution of our DSGE model. The method used is based on the works of Meeks (2005) and Uhlig (1999). The key equations are as presented in the main text of the study. Here attention is drawn to the export sector only given that all the other equations are as derived in Nason and Cogley (1994) and Scorfheide (2000). 

In particular, the description of the variables and the equations of the export sector are found in section 3.2(d). The framework adopted is that of equilibrium reflecting the complex nature of stochastic dynamic rational expectations models. The standard procedure, as applicable in this case, is to maximize the expected discounted income flow of a representative agent as follows:

Income Function: 
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Solving the Model

Solving the model of this nature takes several steps: taking the first order condition, finding the steady-state values, detrending the endogenous variable so as to make them stationary and log-linearization. The first order condition needs to be calculated using decentralized optimization. Then the first order and the equilibrium conditions are stacked together to form a system of equation from which the demand functions could be derived. In this study, the problem is specified as an infinite horizon problem. This poses analytical problem that can be solved by exploiting its recursive structure i.e. the problem facing the social planner in each period is the same as that he faced the previous period and the next period. This recursive structure is known as the dynamic programming.  

In essence the social planner’s problem, equation (1), is the same over the period in the sense that given the initial stock of capital and technology shock, he chooses the combination of  
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 in order to maximize the total income of the representative agent.  The income function in equation (1) is time separable since the choice 
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in any other time.  The solution of the problem is characterized by a function called policy rule which indicates what the optimal choice is as a function of the current state of the economy. 

The representative household faces only one constraint as described by equation (2). This is solved by employing decentralized optimization technique. In this case the value function in the following form may be used 
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 However, because the income function is independent of the one period ahead capital stock, 
[image: image484.wmf]1

t

K

+

, we then resolve to the use of Lagrangean function with a view to finding the necessary conditions. The necessary conditions or the Euler’s conditions for this sector will be added to other Euler conditions to which are added the equilibrium conditions to constitute the system of equations to be resolved in order to get the demand functions of the endogenous variables.  Thus, the FOC of this sector is obtained as follows:
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Taking the first order condition (FOC), we have: 
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where:     
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Solving for the Steady–State equilibrium:

The variables in the model is deterministic (i.e. none of the variables has a trend). Therefore the steady-state equilibrium is the solution to the equilibrium system of equations constituted by the F.O.C. after we have eliminated the expectation operator; set all exogenous variables equal to their unconditional mean; eliminated all time subscripts; and setting the stochastic term equals to unity. Thus, steady–state equilibrium is such that the endogenous variables are expressed as functions of the deep parameters of the model.
Linearization around the Steady State

The principle of log-linearization is to use Taylor approximation around the steady state to replace all equations by approximations, which are linear functions in the log-deviations of the variables. The log–linearization is obtained by using the technique of dynamic optimization to derive the first-order conditions or the Eulers equations, calculate the steady state and substitute (for all the equations in the FOC as well as the Equilibrium Conditions) each variable 
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We can then use the following transformation tricks to log-linearize the first order condition around the steady state values:

1. 
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where PM is assumed to be equal to PD.           
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Using the technique of transformation above, it follows that:
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Recall that
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Since         
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Therefore,
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So that the log-linearized export demand function is given as follows:
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The stationary export variable can be written as the following equation: 
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Equation (28) is the log-linearization of the export sector function i.e. equation (viii) in Section 3.3.4
.
                                             APPENDIX 4

Note on the DYNARE Codes Used in the Estimation and Simulation 
                                             Of the Model

The program below follows the line proposed by Michel Juillard, February 2004.The author develops a method that can be used for taking model to data through the use of DYNARE codes (MATLAB) particularly designed for estimating and simulating dynamic stochastic general equilibrium (DSGE) models. It is based on Schorfeide (2000) and Nason and Cogley (1994). This study adopts this approach but in addition introduces export supply dynamics as well as export supply shocks in view of the fact that Nigeria depends largely on export earnings.  
The program estimates the model in level. Because the model in level contains unit roots, the problem for computing the steady state is circumvent by using fs2000a_steadystate.m that computes the analytical steady state for the stationary part of the model and set values of Y_obs, P_obs and X_obs, the three stochastic trends in the model, to the arbitrary value of 1.  The unit root dynamic is loglinear, it doesn't matter around which value the loglinearization is computed. 

                            //……………………………………………………………………………….
// 1. Defining the variables of the model

//     Declare Endogenous and Exogenous Variables

var m P c e w R k d n l x gy_obs gp_obs gx_obs Y_obs P_obs X_obs y dA;

varexo e_a e_m e_x;

// 2. Declaring Parameters and Calibrations

parameters alp bet gam mst rho psi del tot xsta ysta;

//  Assigning values to the parameters: calibrations

alp = 0.33;

bet = 0.99;

gam = 0.003;

mst = 1.011;

rho = 0.7;

psi = 0.787;

del = 0.02;

tot = 0.888;

xsta = 1.33;

ysta = 1.66;

//………………………………………………………………………………

// 3. Writing the log-linearized form of the equations using DYNARE codes

//……………………………………………………………………………… 

model;

// Productivity Growth Shock

dA = exp(gam+e_a);

// The stochastic process for money growth

log(m) = (1-rho)*log(mst) + rho*log(m(-1))+e_m;

// The Euler equation in consumption

-P/(c(+1)*P(+1)*m)+bet*P(+1)*(alp*exp(-alp*(gam+log(e(+1))))*k^(alp-1)*n(+1)^(1-alp)+(1-del)*exp(-(gam+log(e(+1)))))/(c(+2)*P(+2)*m(+1))=0;

// Firms borrowing Constraint

W = l/n;

// The intertemporal optimality condition in the labor market 

-(psi/(1-psi))*(c*P/(1-n))+l/n = 0;

// The equilibrium interest rate 

R = P*(1-alp)*exp(-alp*(gam+e_a))*k(-1)^alp*n^(-alp)/W;

// The Euler equation in the credit market

1/(c*P)-bet*P*(1-alp)*exp(-alp*(gam+e_a))*k(-1)^alp*n^(1-alp)/(m*l*c(+1)*P(+1)) = 0;

// The Aggregate Resource constraint

c+k = exp(-alp*(gam+e_a))*k(-1)^alp*n^(1-alp)+(1-del)*exp(-(gam+e_a))*k(-1);

// The money market equilibrium conditions

P*c = m;

// The credit market equilibrium condition

m-1+d = l;

e = exp(e_a);

// The production function

y = k(-1)^alp*n^(1-alp)*exp(-alp*(gam+e_a));

// The export supply dynamics
tot = rho*tot(-1)+(1-rho)*stot+e_x;

x = ((1-miu)/miu)^(1/(phi-1))*((xsta+((1-miu)/miu)^(1/(phi-1))*stot^(1/(phi-1))*xdsta))^(-1)*(stot^(1/(phi-1))*xdsta*(y+(1/(phi-1))*tot));

// The relationship between observables and stationary variables

gy_obs = dA*y/y(-1);

gp_obs = (p/p(-1))*m(-1)/dA;

gx_obs = dA*x/x(-1);

Y_obs/Y_obs(-1) = gy_obs;

P_obs/P_obs(-1) = gp_obs;

X_obs/X_obs(-1) = gx_obs;

end;

// 4. Computations: Assigning initial values to the endogenous variables

initval;

k = 6;

m = mst;

P = 2.25;

c = 0.45;

x = xsta;

e = 1;

W = 4;

R = 1.02;

d = 0.85;

n = 0.19;

l = 0.86;

y = 0.6;

gy_obs = exp(gam);

gp_obs = exp(-gam);

gx_obs = exp(tot); 

dA = exp(gam);

end;

// 5. Shocks: Specifications of the covariance matrix of innovations

shocks;

var e_a; stderr 0.014;

var e_m; stderr 0.005;

var e_x; stderr 0.011;

end;

// 6. Computing the steady state and checking the existence of solution 

steady;

check;

// 7. Estimation of the model’s parameters: declaring priors

estimated_params;

alp, beta_pdf, 0.356, 0.02; 

bet, beta_pdf, 0.993, 0.002;

gam, normal_pdf, 0.0085, 0.003;

mst, normal_pdf, 1.0002, 0.007;

rho, beta_pdf, 0.129, 0.223;

psi, beta_pdf, 0.65, 0.05;

del, beta_pdf, 0.01, 0.005;

stderr e_a, inv_gamma_pdf, 0.035449, inf;

stderr e_m, inv_gamma_pdf, 0.008862, inf;

stderr e_x, inv_gamma_pdf, 0.008850, inf;

end;

// 8. Observable Variables

varobs P_obs Y_obs X_obs;

observation_trends;

P_obs (log(mst)-gam);

Y_obs (gam);

X_obs (tot);

end;

options_.unit_root_vars = {'P_obs'; 'X_obs'; 'Y_obs'};

// 9. Model estimation and simulation

//stoch_simul(order=1,irf=70);

estimation(datafile=padat3,nobs=140,loglinear,mh_replic=5000,mh_nblocks=5,mh_drop=0.45,mh_jscale=0.8);

2) algg_steady state

% This program computes the steady state of the model using the analytical %method  developed in fs2000.  It is largely inspired by the works of Frank %Schorfheide

 function [ys,check] = algg_steadystate(junk,ys)

  global alp bet gam mst rho psi del tot xsta ysta;

  check = 0;

  dA = exp(gam);

  gst = 1/dA;

  dX = exp(tot);

  m = mst;

  khst = ( (1-gst*bet*(1-del)) / (alp*gst^alp*bet) )^(1/(alp-1));

  xist = ( ((khst*gst)^alp - (1-gst*(1-del))*khst)/mst )^(-1);

  nust = psi*mst^2/( (1-alp)*(1-psi)*bet*gst^alp*khst^alp );

  n  = xist/(nust+xist);

  p  = xist + nust;

  k  = khst*n;

  l  = psi*mst*n/( (1-psi)*(1-n) );

  c  = mst/p;

  d  = l - mst + 1;

  y  = k^alp*n^(1-alp)*gst^alp;

  r  = mst/bet;

  w  = l/n;

  q  = 1 - d;

  x = (ysta/xsta)*y*dX;

  ist  = y-c-x;

  e = 1;

  gp_obs = m/dA;

  gy_obs = dA;

  gx_obs = dX;

  P_obs = 1;

  Y_obs = 1;

  X_obs = 1;

  ys =[

      c

      d

      dA

      e

      gp_obs

      gy_obs

      gx_obs

      k

      l

      m

      n

      p

      P_obs

      r

      x

      X_obs

      w

      y

      Y_obs

      ];
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