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BACK-PROPAGATION ARTIFICIAL NEURAL NETWORK TECHNIQUES
FOR OPTICAL CHARACTER RECOGNITION — A SURVEY
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'Department of Electrical and Information Engineering, Covenant University, Ota.
2 Department of Electrical and Information Engineering, Covenant University, Ota.

ABSTRACT
Character recognition, a digitization concept, is an important research area in the field of image processing, and pattern
recognition. Optical character recognition is a method of digitizing printed texts so that they can be searched
electronically, stored compactly and used in machine processes such as text-to-speech, and machine translation. This
paper describes the techniques for converting a type or handwritten document into machine readable form using Back-
Propagation Artificial Neural Networks.

KEYWORDS - digitization, image processing, optical charac propagation artificial neural network.
1.0 INTRODUCTION
Optical Character Recognition (OCR) is a system thanumeric recognition of printed or
handwritten characters at electronic speed by simg » : I’ Type or handwritten documents are
scanned by the use of a scanner and fed to the i v ers in the document apd converts
them into machine recognizable ASCII dat3 : 1 Bhung Hey include:

Matrix or Template Matching and Featur canner with a
library of templates or character matric; with a specified
level of similarity, the computer tag haracter. Feature Extraction technique is
w1thout strict matchmg to specxﬁed template fcatures such as closed shapes, open

2.0 OPTICAL
Optxcal Charactey

rmatting. Much of the world’s information
ing the text on paper into electric form.

by computers for the purpose of editing, inde
is in hard copy ¢ iments, OCR systems liberate this information b;

2.1 STAGES IN§ HARACTER RECOGNITION
The stages that are 8 to many character recognitigifiSystems are as follows:
ument is gotten through scanning. Optical scanners have a

sensing device that conV 2ls. Thus the multilevel image is converted into a black and white

bi-level image :

1. Segmentation - this is perfo gaictermine the constituents of an image, so that the parts of the document
with printed data can be located and ditferentiated from figures or, and graphics.

III. Feature Extraction — this is performed in order to capture the vital characteristics of the symbol. Here, certain
features that characterize the symbols, while excluding unnecessary features are extracted.

IV. Classification — this is performed using the feature vectors computed in the feature extraction. In this paper, the
feature vector is fed into an artificial neural network for character recognition.

The stages are summarized in Figure 1 below.

ptensity into gra

Optical Features

Scanning Segmentation > Extraction

Classification

Figure 1: Stages in Optical Character Recognition
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2.2 PRINCIPLES OF ARTIFICIAL NEURAL NETWORK

Artificial Neural Networks are electronic models based on the neural structure of the brain [1]. Artificial neural networks
are parallel computing systems consisting of a large number of processors interconnected. A neural network is a set of
parallel elements called neurons, which work together to achieve a specific goal which is set by the designer. Artificial
neural networks are different from a programmed algorithm, because they must be trained in order to function. This
algorithms are divided into supervised training and unsupervised training. In supervised training, the network learns by
example whereas in unsupervised learning no example is given. Unsupervised learning is very difficult and complex to
implement [2]. Although computing these days is truly advanced, there are certain tasks that a program made for a
common microprocessor is unable to perform. Similar to the brain, artificial neural networks transforms inputs into
outputs to the best of its ability, because it is composed of many neuron like elements that co-operate to perform the
desired function. Figure 1 below gives a simplified similarity between artificial neural networks and the brain.

e T
inputs ~--s NN pp Outputs
. e
Figur, € Neural Network S lbin Analogy

The output of a neuron is a fun‘ion of the weighg =

g of the inputs plus %
the output of a neuron. ) '

¢ 2 shows diagrammatic view of

Output = f(i,w, + i,w, + i;w, + bias)

££3: The Output of a Neuron
The function of the entire neural nety ply a deterministic computation of the inputs of all the neurons.

2.3 COMPONENTS OF AN ARTIFICIAL NEURAL NETWORK

1. Weighting Factors — each input to an Artificial Neural Network (ANN), has its own weight which gives the input the
strength it needs to impact the processing element summation function. Some inputs are given more weight than others
so that they have more effect on the processing element. Weights can be adjusted in response to various learning
algorithms.

[I. Summation Function — the weighted sum of all inputs to an ANN is done using the summation function. The inputs
and weight coefficients can be added in many ways before passing it to the transfer function. Apart from the product
summing of the input and weighting coefficient, the summation function can select the maximum, minimum or several
other normalizing algorithms depending on the network architecture. In order to allow the summation output to vary with
time, an additional activation function is applied.

11l. Transfer Function — The summation function result, usually the weighted sum, is transformed to a standard output
through an algorithm function known as transfer function. In the transfer function the weighted sum can be compared
with some threshold to give the neural output. If the sum is more than the threshold value, the processing element
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generates a signal, if the weighted sum of the input is less than the threshold, the processing element generates no signal.
The transfer function is usually non — linear, its output of is proportional to its input, making it of little computational
use. Figure below shows some sample transfer functions.

Ramping Function
Hard Limiter y
y
A 1
1
>
m l 1 -
0 1 X« y= 0
Xe oy =- 05 xs1, y=x
xz 0,y =1 xo 1. ye 1
Sigmoid Y
y Functions 1.
1. 0
- ’ x
<1.0
y=1/{ 1+¢&" ) xz 0, y=1-11+x)
X< 8, y=-1 +14 1%
Figure 4: Sampl &

The transfer fun could be a step function (hard limiter)
inggion, depending on whether the result of the s

and minus one, zero and one, or other
ction is positive or negative. The transfer

: ven range. It is a linear function that has been
clipped to mini 3 i R indii i . The transfer function of choice is the sigmoid

sigmoid when it & & :
The sigmoid funct i ivati i dther transfer functions exists which are dedicated to specific
network topologies. :
IV. Output Function % - one output signal which it may output to other neurons. Most
times the output is equiNgl
incorporate competition amo
V. Error Function — in majority OT48aHii e orks the difference between the current output and the desired output
is an error. This error is transformed by the error function to match a given network topology. Some topologies use this
error directly, some square the error and retain its sign, others modify the error to fit their own use. The error is then
propagated into the learning function of another node, this error term is usually called the current error. The current error
is usually propagated backwards to a previous layer. This back propagated value can either be the current error, the
current error scaled in some way (usually by the derivative of the transfer function) or some other output depending on
the network topology. Usually this back propagated value, after scaling by the learning function is multiplied by each of
the incoming connection weight so as to modify them prior to the next learning cycle.

V1. Learning Function — it modifies the variable connection weights on the inputs of each node according to some
algorithm. This process of changing the weights of the input connections to achieve some desired result can also be
called the adaptation function, as well as the learning mode.

2.4 BACK-PROPAGATION ARTIFICIAL NEURAL NETWORK

The back-propagation algorithm is applied in feed-forward artificial neural networks (ANNs). The nodes are organized in
layers, and send their signals forward with errors propagated backwards. The network receives inputs by neurons in the
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input layer, and the output of the network is obtained by the neurons on an output layer. There may be several hidden
layers. Each stage is connected to the next layer as shown in figure below. The back-propagation algorithm uses
supervised learning, which means that we provide the algorithm with examples of the input and outputs we want the
network to compute, and then the error is computed. The aim of the back-propagation algorithm is to reduce the error,
until the ANN learns the training data. The training starts with random weights, and aim is to adjust them to arrive at
minimal error. The number of layers and the number of artificial neurons per layer are important decisions to make when
applying this architecture. The complexity between the input data and desired output determines the number of nodes in
the hidden layer. Also, the amount of training data sets set an upper bound for the number of nodes in the hidden layer.
This upper bound is calculated by dividing the number of input-output pairs examples in the training set by the total
number of input and output nodes in the network. Then divide the result by scaling factor between five and ten.

Hidden

respective weights
Az ow)=
e (1)

The activation iction O, is the sigmoid function:

(2

output the error depends
minimize the error [4]. The e

— . o v

Ej{\x,w\a")—-(AOJ-(&x.w)-—cij‘) o

The square of the difference between the output and the desired output is used in order to have an always positive result
and higher precision. The error E of the network is the sum of the errors of all the artificial neurons in the output layer:

E(z.w.d)=3(0,(x)-¢,)

rhut of each artificial neuron is given as:

g @
The weights are adjusted depending on their impact on the error E using the method of gradient descendent:
E
Aw 5= =1
W
é (5)

Equation (5) is applied until we find appropriate weights resulting to minimum error.

R Les d s s e b 5yorr
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The goal of the back-propagation algorithm is to find the derivative of E with respect to w;; and since we need to achieve
this backwards. First, we need to calculate how much the error depends on the output O;, which is the derivative of E
with respect to O; from equation (3):

cE Ny
—=20.-d,
({)j ( J (J.)

(6)
We then calculate how much the output depends on the activation, which also depends
on the weights from equation (1) and equation (2):
= = 0,(1- 0,)x,
Wy A, dw y J
Ji J b D
From equations (6) and (7):
E _E O ‘
= =2 - i - N
2(0; - d,)0,(1- 0,)x,

C%ﬂ (U.} ("i‘ij'

The necessary adjustment to each weight is gotten frory

Ay ==2n0; -4, )0,{1- O;)x,

Equation (9) is applied in training an ANN y
with one extra layer. If we want to adjust g

ly replace xi wIth Wi
o ent of vy Thus we have:
rvy =B E & |

5 Ik L — I e

(10)

Where:
JE
= =200,
aXi ©0;

Assuming that

(I

are set of inputs X; into the neuron with vy, and Phave from eqution (7):

If we want to add hlculating how the error depends on the inputs and weights of
the first layer [3].

j using ANN back-propagation algorithm. Some of the major
, character matrix feature vector, fundamental feature method, and

Many techniques have
techniques include: vertical™8
structure adapting network.
3.1 VERTICAL AND HORIZONTAL PROJECTION FEATURE VECTOR [4]

This technique uses a feed-forward artificial neural network using back propagation algorithm. The inputs are first
normalized to scale to 32by32 pixels. The feature vector used comprises of the concatenation of 32 elements from the
vertical feature vector and 32 elements from the horizontal feature vector [S]. The artificial neural network consists of 64
input neurons that are connected to one hidden layer, and one output layer. The output layer has a neuron for each output
class. Each character to be recognized has a unique output class. It takes 1255 iterations to drop the error to a value below
0.0001 using a learning rate of 0.90. The system gives a character recognition accuracy of 90% for noiseless input, and
70% for noisy input.

3.2 CHARACTER MATRIX FEATURE VECTOR [6]

This method utilises a feed-forward artificial neural network using back-propagation algorithm. The system can
accurately recognize 12 popular font faces with sizes ranging from 8 to 32 point. The image is first pre-processed by
thresholding the image to reduce noise, centering the character on the characters centroid and normalization through
scaling [5]. The input layer contains 2500 neurons. The input image consists of a S0by50 pixel matrix, the feature vector
is a 2500 element vector, which is fed to the neural network. The input layer connects to a hidden layer having 100
neurons, the hidden layer connects to an output layer having 94 neurons, each neuron corresponds to a given character

Jo design an @
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class. The network is trained using the centroid dithered images to 8,650,000 iterations to reach a mean squared error of
0.000002.
3.3 FUNDAMENTAL FEATURE VECTOR [7]
This method utilizes 17 character features as inputs to a neural network, and it can detect isolated capital letters from 16
different fonts. The character recognition is performed by a back propagation neural network. The 17 features contain 14
general features and 3 special features used to differentiate certain characters. The features include observations based on
line slope, curvature, space interconnection, line interconnection, and other geometrical and topological features. The 17
features serve as input to a 17 nodes input layer, each node corresponds to a feature in the feature vector. The hidden
layer comprises of 12 nodes connected to a single output node. The network is trained using the Levenberg-Marquardt
algorithm to 100 iterations to reach a mean squared error of 0.082.
3.4 STRUCTURE ADAPTING NETWORK (8]
This method utilizes a structure adapting approach to an artificial neural network. The method recognizes single fonts of
multiple sizes. The features used for this network and run length coding of the characters. Run length encoding (RLE) is
a loss-less method of feature extraction where a sequence of consecutive values of data are stored as a single value and
count. RLE works best in binary images of characters. Consider the following example where the input length is 30 and
the RLE is only 3 (value, count) pairs. '
S=0000011111000
RLE = {(0,5), (1,5), (0,3)}

3.5 COMPARISON OF THE VARIOUS FEATUK ! :
Table | below gives a brief summary of the differeg€S DSCEE AL i fjues surveyed in this paper.

Table 1: Comparison Of The Various Featyd Extraction A

Feature Extraction Lossy/Loss-less

Character Matrix ossless

Vertical and Horizontal @ 99%
Fundamental Feal 99.3%
Run Length Encodi§ 99%

4.0 CONCLUSIO
A number of technigfis® <
Network have beeg fscussed. Artificial Neural Networks ar® = sed to perfétm Optlca] Character Recognition due
to their very higlf8bise tolerance, thus the system yields excelRgER ahlt. Thagmost nnportant step in Optical Character
Recognition is f@ire extraction, An incorrectly chosen feature scig 5
Neural Networ} e main research is currently going on in exterig ¥ Optical Character Recognition to all popular

native languagess ajdless of the complexity involved, Artificial Neural
Networks offer § & 6 i - i etwork aftd classification in the sense of emulating to a small
extent adaptive hig]
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