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ABSTRACT 
Effective facial feature is needed to build a robust face 

recognition system capable of suppress the effect of 

illumination and pose variation. In this paper, a robust face 

recognition system is proposed. In the proposed system, two 

level haar wavelet transform is used to decompose frontal face 

image into seven sub-image bands. Thereafter eigenface 

feature is extracted from these bands.  The feature is used as 

input to the classification algorithm based on Back 

Propagation Neural Network (BPNN). The proposed system 

has been tested using 150 frontal face samples with 

illumination and pose variation. The results obtained are very 

encouraging.  
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1. INTRODUCTION 
Face image is a biometrics physical feature use to identify 

people. Major components present in face image space 

include eyes, nose and mouth. Among biometrics trait face is 

the most natural means of identify people.  Face identification 

can be done automatically using digital camera as the 

capturing device. The processed face image feature is used for 

final matching. High intra-class variation within face images 

of the same person is the major problem in this research area. 

Pose and illumination are responsible for high intra-class 

variation in facial images [1].  

Automatic face recognition can be done using different 

combination of feature extraction methods and classifiers. In 

many cases features are extracted from whole facial space 

using Principal Component Analysis (PCA) [2][3]. On other 

hand it involves extraction of features from face components 

[4][5]. Matching of feature with subject template may be on a 

pixel to pixel basis using Euclidean distance measure [6]. 

Prominent classifiers like Support Vector Machine (SVM), 

Artificial Neutral Network (ANN) are used for face matching 

[7][8]. 

 In [9], face recognition method is proposed. Legendre, 

Zernike and pseudo-Zernike moments features were extracted. 

They use discrete wavelet transform (DWT) to obtain low 

level image resolution before extract moments features from 

face image while in [10] they presented an enhanced fused 

approach for face recognition based on voronoi diagram and 

wavelet moment invariants. Discrete wavelet transform and 

moment invariants are used for feature extraction of the facial 

face. Gabor filter, log Gabor filter and discrete wavelet 

transform are applied to face image prior to dimensionality 

reduction by Principal Component Analysis (PCA) in the 

paper presented in [11]. The approximation coefficients in 

discrete wavelet transform is extracted and it was used to 

compute the face recognition accuracy instead of using all the 

coefficients.  In [12] they proposed Face Recognition 

Algorithms that uses combination of Gabor and eigenfaces to 

obtain the feature vector. This feature vector is feed to a 

multilayer perceptron to carry out the face recognition or 

identity verification tasks. The proposed system is meant to 

provide robustness against changes in illumination and facial 

expressions. The paper presented in [13] is used tests the 

performance of Principle Component Analysis (PCA) based 

technique for face recognition.  Recognition of human faces 

with two facial expressions is done. Classification of face 

images are carried out using distance based classifier and 

Neural Network (NN).  

 In this work, better method for face recognition is proposed 

using our database. Eigenface feature is extracted from sub-

band images of the second level Haar wavelet transform 

decomposition product. Neural Network is used as the 

classification algorithm. The feature is robust enough to 

suppress the effect of varying pose and illumination. The rest 

of the paper is organized as follows: Section 2 describes the 

system component. Face image decomposition is presented in 

section 3, section 4 introduces the feature extraction method, 

and section 5 describes classification process based on Neural 

Network. The experimental results are shown in section 6. 

Finally, conclusion is presented in section 7.  

 

2. SYSTEM DESCRIPTION 
The proposed face recognition system flow diagram is shown 

in fig.1. It consists of frontal face image acquisition process, 

feature extraction algorithm and classification algorithm based 

on Back Propagation Neural Network (BPNN). 
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3. FACE IMAGE DECOMPOSITION 
Wavelet transform is used to decompose original grayscale 

image into four regions namely vertical high frequencies, 

horizontal high frequencies, diagonal high frequencies and 

approximate region. The approximation region contains the 

lowest frequencies feature.  At the second level 

decomposition, the approximation region at the upper left 

corner of the image is decomposed into four smaller regions. 

Therefore at second decomposition there are seven sub-image 

bands. Also the size of the original image is still equal to the 

sum of sizes of all sub-image bands. Further decomposition or 
better technique can be used to extract prominent features 

from the sub-image band [13][14]. 

In this work two levels haar wavelet transform is used to 

decompose original frontal face image into seven sub-bands. 

One example is shown in fig.2. 

 

 

                     Fig.2: Facial image decomposition 

4. FEATURE EXTRACTION PROCESS. 
Principal Component Analysis (PCA) is used in this work as 

the feature extractor.  PCA is performed on the output of face 

image decomposition process to produce eigenvector. It is 

possible in PCA to recover original image using dominant 

eigenvector. Therefore eigenvector is a good representation of 

the original image.  Eigenvector is chosen based on the 

eigenvalues. The eigenvalues contain the variation in the 

original data set. Given a set of N dimensional image bands 

Xi.  The covariance matrix (C)   is obtained using mean vector 

(µ) of the image bands Xi as in (1). 

          (1) 

The eigenvalues and the eigenvector of the covariance matrix 

(C) are estimated by sorting eigenvalues and corresponding 

eigenvectors in descending order. 

We find the eigenvector of the sub-image bands based on the 

size using the following steps. Fig.3 shown the sub-image 

bands representation. 

 
           Fig 3: Representation of sub-image bands
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Fig.1: Flow diagram of the proposed face recognition system. 
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Fig.1: Flow diagram of the proposed face recognition 

system. 
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(i) Convert each of the sub-band image matrix to  image 

vector  to obtain  (2) and (3). 

H1 = h11, h12, h13…………………h1m 

H2 = h21, h22, h23………………….h2m 

H3= h31, h32, h33…………………..h3m 

H4= h41, h42, h43……………………h4m                                (2) 

V5 = v51, v52, v53……………………v5n 

V6 = v61, v62, v63……………………v6n 

V7 = v71, v72, f73…………………….v7n                    (3) 

(ii) Obtain the eigenvector ( EH1…..EHn) from the covariance 

matrix of sub- image  bands H1, H2, H3 and H4. 

(iii) Obtain the eigenvector (EV1…..EVk) from the covariance 

matrix of sub- image bands  V5, V6 and V7. 

 (iv) The extracted feature vector is formed by concatenation 

of the  eigenvectors as given in (4). 

F = [EH1……EHn,EV1……..EVk]                                 (4) 

The robust feature extraction method presented here is 

different from existing methods [9][13].  

5. BACK–PROPAGATION NEURAL 

NETWORK FOR FACE RECOGNITION 
Back Propagation Neural Network (BPNN) is a multilayered, 

feed forward Neural Network (NN). BPNN consists input 

layer, one or more hidden layer followed by output layer. The 

layers contain identical computing nodes (neurons) connected 

in such way that output neuron in one layer send signal to 

input of every neuron in the next layer. The input layer of the 

network serves as the signal receptor while the output layer 

passes out the result from the network [16].  

In this work, we used three layers BPNN as the classifier, the 

number of node in the input layer is equal to dimension of the 

feature vector that characterizes the face image space. The  

number of the node in the hidden layer is set by trial and error 

during training. The number of node in the out layer is equal 

to the number of the subjects in the database. During training 

process, The BPNN learning algorithm adjusts weight and 

bias of each of the neurons in order to minimize the Mean 

Square Error (MSE) between the targets and predicts output. 

In the recognition phase, the features from the query face 

image that is to be tested is fed into the network without 

having any target output, BPNN testing algorithm found the 

closest matching output using the weights and thresholds that 

have stored and provided the corresponding recognized face. 

6. EXPERIMENTAL RESULTS 
Experiments are carried out for the training and testing of 

frontal face images.  We analyzed the performance of the 

proposed algorithm using our database. The data (faces) in the 

database used for training and testing are the face images of 

students of Covenant University, department of Electrical and 

Information Engineering taken in a controlled environment of 

different illuminations. Fifty (50) individual faces were taken 

with a digital camera. Each individual has seven (7) images 

with different face expressions and lightings as shown in 

fig.4.  

          

 

 

 

 

 

                                                                                                                                           

 
Table.1  Experimental results. 

In each class, the first four images were used for training 

while the last three images were used for testing the system to 

determine its efficiency. The result obtained from the 

experiment is as shown in Table 1. 

7. CONCLUSION 
 Efficient face recognition system is needed in order to 

increase security in access control and financial transactions. 

The proposed system is robust enough to improve the current 

situation. Face recognition using Artificial Neural Network  

and robust feature vector has been developed to overcome 

limitations due pose variation.  Encouraging results have been 

obtained by using four images for training and three images 

for testing purposes per class 

Number 

of face 

images 

Face 

matched 

correctly 

Face mis-

matched 

Recognition 

rate(%) 

30 25 5 83.3 

60 52 8 86.7 

90 80 10 88.9 

120 106 14 88.3 

150 126 24 84.0 

      

 

 

 

 

Fig.4: Sample of face images from our database. 
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