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Abstract— Academia has peculiar networking needs that 
must be satisfied for effective dissemination of knowledge. 
The main purpose of a campus network is efficient resource 
sharing and access to information among its users. A key 
issue with designing and implementing such Local Area 
Networks (LAN) is its performance under ever increasing 
network traffic, and how this is affected by various network 
metrics such as latency and end-to-end delay. 
Implementation of network systems is a complex and 
expensive task; hence network simulation has become 
essential and has proven to be cost effective and highly 
useful for modeling the desired characteristics and analyzing 
performance under different scenarios. As well as providing 
useful prognosis of future network performance based on 
current expansion dynamics. We present in this paper the 
simulation and analysis of the Covenant University campus 
LAN in the OPNET Modeler environment. 
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I. INTRODUCTION  
Communication is a necessity in all settings be it social or 
professional. For tasks to be accomplished, people need to 
work together to solve problems and create resources for 
the institution. For easy sharing and access of information 
among users, the computers involved must be 
interconnected. This interconnection of computers to form 
a network with the objective of information 
communication and optimization of resource sharing is 
referred to as Local Area Network (LAN) [1]. Active and 
passive networking devices such as switches and hubs are 
deployed as concentrators to which other networking 
devices are connected to form LAN. For simulation 
purposes at the design stage and prior to actual network 
deployment, simulation software is used to imitate real 
life scenarios on the LAN. An example of such software 
is the OPNET modeler 11.5 simulation software.  

II. THEORETICAL BACKGROUND  
Works on Local Area Network modeling are widely 
reported in the literature. The two main concepts to note, 
while modeling a network are: Equivalence and 
Validation. Equivalence is a measure of the similarity 
between the model in terms of behavioral characteristics 
and the real system to be simulated [1].  

2.1 Network Protocols 
There exist a predefined set of rules engaged on networks, 
which allow for easy communication between the 
different devices on the network. These set of rules are 
known as network protocols. One such protocols is the 
Internet Protocol (IP) – used to enable computers 
communicate with each other, regardless of which 
operating system they are running. This protocol allows 
for easy information exchange among network nodes. 
Higher-level network protocols like Internet Protocol (IP) 
use Ethernet as their transmission medium, while data is 
transmitted over the Ethernet in protocol units known as 
frames [2]. The advanced protocol, Hypertext Transfer 
Protocol (HTTP): enables information on the Internet to 
be accessed from anywhere, by anyone. It is responsible 
for the easy migration between webpages using the GUI.  

2.2 Ethernet 
Ethernet – the most widely LAN technology is usually 
specified in a standard, IEEE 802.3. It was originally 
developed by Xerox from an earlier specification called 
Aloha net (for the Palo Alto Research Center Aloha 
network) and then developed further by Xerox, DEC, and 
Intel. Ethernet LAN typically uses coaxial cable or special 
grades of twisted pair wires [3]. It is also used in wireless 
LANs. 10BASE-T with transmission speed of up to 10 
Mbps is the most commonly installed Ethernet system. 
Devices connected to this cable contend for access using a 
Carrier Sense Multiple Access with Collision Detection 
(CSMA/CD) protocol [4]. Fast Ethernet or 100BASE-T 
provides transmission speeds of up to 100 Mbps and is 
typically used for LAN backbone systems, supporting 
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workstations with 10BASE-T cards. Gigabit Ethernet 
provides an even higher level of backbone support at 1000 
Mbps. 
 
2.2.1 LAN Topologies 
The topology of a network is defined as the manner in 
which nodes are arranged and connected [5].  In line with 
this definition, there are two major types of topological 
groups, which are the physical and logical topology. The 
Physical topology of a network refers to the configuration 
of cables, computers, and other peripherals. While the 
Logical topology refers to the method used to pass 
information between workstations. There are three 
constrained and one unconstrained network topologies 
deployed in local area networks. The three constrained 
topologies are known as the bus, ring, and star 
configurations, while the unconstrained is called the mesh 
configuration [2]. 
2.2.1.1 Bus Topology:  
In bus topology, all the network nodes are connected to a 
common transmission medium. The bus topology was 
fairly popular in the early years of networking. It is both 
easy and cheap to setup. All devices on the Bus Topology 
are connected using a single cable. In this topology, only 
one pair of users on the network can exchange a packet of 
information at the same time. The breakdown of a link 
affects the whole network. 
 
2.2.1.2 Ring Topology:  
In a ring topology, point-to-point links connect nodes, 
which are arranged to form a single closed path. 
Information travels around the ring from node to node. 
Installation is easy in Ring topology and Link failure can 
be easily identified. The Ring Topology is providing a 
collision-free and redundant networking environment. In 
this topology, if one link fails, the whole network goes 
down. However, adding a new device to an existing 
physical Ring network can be complicated, as any new 
device needs to go in between the existing devices. Ring 
topology provides a collision-free and redundant 
networking environment. It is not as common as other 
topologies due to its high expense. 
 
2.2.1.3 Star Topology:  
One of the most popular topologies for Ethernet LANs is 
the star topology. Star Topology works by connecting 
each node to a central device. This central connection 
allows us to have a fully functioning network even when 
other devices fail. A Star topology gives great fault 
tolerance, as any device/cable failure will not affect the 
rest of the network (unless the central device or server 
fails). Physically adding new devices to a Star network is 
very simple compared to any of the other topologies by 
simply running a cable from the new device to the 
hub/switch. Data on a star network passes through the 
hub, switch, or concentrator before continuing to its 

destination. The hub, switch, or concentrator manages and 
controls all functions of the network. This configuration is 
common with twisted pair cable. However, it can also be 
used with coaxial cable or optical fibre cable. Star 
topology cabling can be very expensive, hence the need 
for software simulation before deployment. 
2.2.1.4 Mesh Topology:  
In this topology, the nodes do not have a unique point of 
connection, each device or PC is connected to every other 
device or PC in the network by its own cable, which 
means vast amounts of cables for any standard network. 
This type of network topology boasts the highest fault 
tolerance of all of the network topologies, it is also 
usually the most expensive. The Mesh topology provides 
fault tolerance by having separate cables for each 
connection, thereby allowing any one cable to break 
without interferring with the rest of the network. Adding 
new clients or computer could be complicated, because 
everytime you add a client to a mesh network you have to 
run cables to each of the other devices [6]. In mesh 
topology, traffic is shared between two nodes only. Error 
identification and isolation is easy with this topology. 
In the course of this work, star topology was employed. 
This topology has a central switch or node (which 
transmits and receives messages to and from the clients) 
to which other nodes are connected. The topologies 
currently deployed on the Covenant University LAN are 
star and ring topologies. 
 

III. NETWORK MODELING AND SIMULATION  
The current generation of network modeling and 
simulation software is capable of modeling networks up 
to whatever scale or detail that may be necessary. 
Simulation is a term sometimes used as a synonym of 
imitation modeling [7]. Models incorporate stochastic 
features, which allow for mimicking the random events 
occurring in real-time. Simulation is a widely accepted 
research methodology used for evaluating network 
performance. It is mostly used for networks that contain a 
very large number of nodes and services, which would be 
too much time consuming and costly to deploy and 
evaluate. The use of simulation in networking helps save 
time and also helps control the scale of the network. The 
advantages of simulation in terms of cost, student 
involvement and learning outcomes, utility in distance 
learning, the ability to give practical experiences about 
expensive real network technologies of a wide range are 
so impressive that simulation as a veritable means of 
network analysis cannot be over-emphasized [6]. 

A. Methodology  
The methodology adopted in this modeling and simulation 
experiment is presented in the OPNET architecture 
algorithmic diagram (Figure 1) with slight modifications 
as described below [8]: 
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STEP1. Create a project 
STEP2. Create a baseline scenario 
STEP3. Import or create a network topology 
STEP4. Import or create traffic 
STEP5. Choose statistics to be collected 
STEP6. Run the simulation 
STEP7. View the results 
STEP8. Duplicate the scenario 
STEP9. Make changes 
STEP10. Re-run the simulation 
STEP11. Compare the obtained results 

 

B. Network Data Collection 

Network data is collected from individual nodes in the 
model network or from the real network. Some data need 
to be collected to ensure that the existing network is 
robust enough ot accommodate future expansion without 
excessive end-to-end delay or other negative effects due 
to expansion [11, 12, 9, 10]. In the course of network 
modeling, some specifications must be made and the 
following questions need be asked: 

• Server specification – will the server be able to 
handle the additional load introduced as a result 
of network expansion? 

• Delay specification – will the total end-to-end 
delay across the network be acceptable as the 
network grows?  

In a bid to answer these questions comparative network 
performances are required. To this end, object statistic 
(Server Load), and global statistic (Ethernet Delay) data 
is collected. The Server load is a major statistic that 
reflects the performance of the entire network [11]. A 

proposed model of the Covenant University LAN is 

depicted in Figure 2. 
The OPNET modeler simulation of the network modeled 
in Figure 2 is shown in Figure 3. The network model has 

room for future expansion through addition of new nodes.  
 

IV. RESULTS AND DISCUSSION  
In this section we discuss briefly results obtained using 
the method described in section III above. Figure 4 
illustrates the simulation of a segment of the modeled 
network using a switch and hubs as concentrators. The 
load on the server is determined at specific points in time 
during the simulation. The use of a switch and hubs helps 

 
 

Figure 2. Layout of Covenant University Campus Local Area Network  

Figure 3. Covenant University Simulated Network 
 

 
 

Figure1. The OPNET Architecture 
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to determine the effect of having the two concentrators on 
the network. It was observed that hubs produce more 
delay on the network than when switches are used.  

 
It was observed that the sent packet across the network at 
a particular point in time is equivalent to the received 
packets. This implies that there was neither packet loss 
nor any significant collision on the network at that 
particular instant. Simulation results suggest that the delay 
on the Ethernet network is less when only switch is used 
compared to when hubs and switch or only hub is used. 
Simulation results show that the Ethernet delay increases 
over the first few minutes as the traffic from the nodes 
being switched on increase network load. It then steadies 
out at around 0.00035 seconds as the average time a 
packet takes to traverse the network. 
The analysis above proves that the addition of a few new 
nodes to the network does not have a significant effect on 
the network metrics. Likewise the removal of few nodes 
does not affect the Ethernet delay nor significantly 
increase the server load. 
Replacing the switch with a hub in order to see how 
packets sent on the network affect Ethernet delay across 
the network results in a reduction in Ethernet delay by 
almost a half. This is as expected, since unlike a switch, 
hub performs no processing on the packets that passes 
through it. For this reason, it is faster at forwarding the 
packets and this reduces the network delay. 
 

V. CONCLUSION 
The use of the simulating software such as the OPNET 
modeler, whose advantages are enumerated in [12, 13], in 
the course of this project has thrown more light on the fact 
that real-life real-time network scenarios can be imitated 
successfully. From the graphical analyses it has been 

made clear that the maximum time used in sending 
packets across the network varies depending on the 
number of users on the network at that point in time. Also, 
the server load is affected (increases) when additional 
node is added to the server and this causes a decrease in 
the performance of the server as illustrated and explained 
in the analysis above.  
This paper has presented the modeling and simulation of a 
campus-wide local area network, which can be adopted 
for contextually similar scenarios. Its user-friendly GUI as 
well as its ease of setup and tweaking informed the choice 
of OPNET modeler. The import of network modeling and 
simulation becomes apparent as it helps in determining 
accurately the precise specifications for various network 
devices, as well as their anticipated performance after 
deployment in real-life scenarios. 
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Figure 4. Network simulation using hubs and switch as the 
concentrator 


