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ABSTRACT

The subject of automatic content summarization has attracted a lot of keen
interest for a long time. This is because of the necessity to quickly mine
useful summaries from the vast and ever-increasing volume of information
being made available from disparate electronic sources including the
World Wide Web. This situation accentuates the need for adequate software
tool support for content summarization in order to widen the distribution
and accessibility to this important functionality. In this paper, we report the
implementation of an ActiveX server component for content
summarization based on improved lexical chain approach. We have
included in our implementation a local dictionary to complement WordNet
and a simple rule-based part-of-speech tagger in order to improve the
selection of candidate words for summary extraction. This tool has a GUI
interface, for learning new words and usage senses and so naturally
possesses the attribute to improve with use and is able to handle language

domain peculiarities.
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L. Introduction

The advent of the information technology
age has made clectronic documentation to become
the de-tfacto standard media for business, social and
academic information. Today. there exist enormous
and ever-increasing volumes of information in
various electronic document media. which makes
automatic content summarization highly desirable.

Automatic Content Summarization (ACS)
entails a procedure for automatically extracting or

cenerating content summary  from a document

ne omto cognizance the topical domain of

cussion i a document. There exists a wide field
Soton arcas for content summarization that
software  tool

su ]')P()l'l very

S example with the amount of

information available on the Internet. an automatic
summarizer in combination with a search agent
will reduce the time to scout for useful intormation
[his also includes content reduction of website
information when downloaded to mobile devices
with  limited memories. automatic  document
abstracting. generation of newspaper articles
summary. and summarization of multi-documents.
Content summarization tools will tremendously
aid qualitative data analysis. Qualitative Data
Analysis (QDA) isachallenging arca whose goal is
to summarise message contents which are common
words, phrases. themes or patterns that can be seen.
heard. or read in books. written documents.
brochures, speeches. transcripts. new articles and

visual media. QDA has uscful applications in
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ournalism. legcal practice. forensic, health care
delivery. library services and education.

The objective of this work is to give the
deseription of the underlining  algorithms - and
concepts emploved in the implementation of an
ActiveX component for text summarization. The
algorithm derives considerably from the models
presented in [ 1].[10], but with some improvements
so as to accommodate domain language
peculiarities

Firstly. we have included a local
customizable word "~ basc to complement the
WordNet lexical database used in [2] for the

identification of preper nouns such as localized

names of things and places that are not part of

WordNet databasc.
Secondly. we introduce a learning interface

ge context and senses

fan

for learning new words. usa
for proper adaptation to its usage environment.
These enhancements has brought improvements to
the process of selecting candidate words that can
affect the aboutness of adocument

Thirdly. our algorithm for computing lexical
chains is bascd on strong and direct relationships
among words unlike the extra-strong, strong and
medium strone relationships used in [10]. This
comes with inherent benefit of reducing the
ambiguity to the minimum.

The overall lavout of the rest part of the
paper is as follows. In section 2. we provide
background information on previous related works.
[nsection 3, we present the methodology adopted in
implementing  the described algorithm and the
process ol packaging 1t as a tool. Section 4 is a
discussion  based on the evaluation of the
performance of'the tool using empirical tests and the
naper closes i section S with the highlight of future

work direction.
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2. Background Information

Automatic summarization was first
attempted in the 1950s, as auto-extracts [13].
However. the increasing volume of machine-
readable text. and advances in natural language
processing. have stimulated a new interest in
automatic summarizing.

In automatic text summarization. the two
distinct techniques that are available are text
extraction and text abstraction. ‘lext extraction
entails mining of pieces of an original text on a
statistical basis or with heuristics into a shorter text
with the original information content preserved.
Text abstraction is the process of parsing the
original text in a linguistic way. interpreting it and
finding new concepts to describe the text and
generating a new shorter text with the same
information content. The latter is very similar to
text generation. However. majority of rescarch
work carried out in text summarization makes use
of text extraction for summary generation from
source representation as a result of the
interpretation of the text.

Research efforts in text summarization can
classified into document

also be single

summarization and multiple document
summarization based on the tvpe ot mput. Single
document summarization nvolves the
summarization of' a single document while multiple
imvolves the

documents summarization

summarization from multipic independent
documents discussing the same subject. However.
most research work 1n automatic text
summarization has been towards single document
summarization. since multiple documents can be
combined into single documents.

Farlv works in this direction include [ 13].
Position based method [12]. Rhetorical parsing

115].
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Rescarch using lexical chains and related
techniques has received much attention over the
vears. Thiswas firstintroduced in [ 17]. where they
represented cohesion among related terms within a
text. The authors suggested that the discourse
structure of a text may be determined by finding
lexical chains in the text. where a lexical chain is a
cohesive chain i which the criterion for inclusion
of a’word is that it bears some kind of cohesive
relationship to a word that is already in the chain.
They based the building of the lexical chain on an
abridged version ol the Roget's Thesaurus.
identifying  five basic classes of dependency
relationships. However. they could not implement
their algorithm for lack of a computer readable
form of the thesaurus.  Later work using lexical
chains was conducted in [9] using lexical chains to
WordNet. a

database for some semantic information as the

correct malapropism and lexical

knowledge source. Thev used
relationships based on the WordNet database. The
relationships are: extra-strong. strong. and medium
strong. The deficiency of this approach as reported
was 1n selection of lexical chains because (1)
certain words were not included in chains in which
they clearly belonged and (2) certain words were
included in chains in which they did not belong. So
there was chains misclassification and this can lead
to information misrepresentation.

n [2]. |

implementation

WordNet was used in the
dealing  with some of the
limitations in Hirst and St-Onge's algorithm [9].
I'heyv used the Brill's part- of-speech tagger [5] to
aid i the selection of candidate words. They were
able o prune the formation of lexical chain to
sventexponential growth of memory usage. The
cnzth ol chains were computed using it's length
cenciiy index. after which strong chains

sentences extracted using one of

three tvpes of
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three heuristics presented in [2]. All these lexical
chain methods are based on the premise that related
words tends to co-occur within a discourse unit of
text. and cohesion is one of the surface indicators of
discourse structures. which can be identified with
lexical chains.

In this paper. we present a new algorithm
for computing lexical chains based on only strong
and direct relationships so as to reduce ambiguity to
the minimum. Another algorithm for computing the
strength of lexical chains based on our approach of
building itis presented. In addition. we describe the
algorithm used in extracting sentences from strong
chains so as to increase the chances for producing a
coherentand informative summary as possible with
about 20%-30% of the original text. All of these
have been packaged as software component tool to
support content summarization. The  tool s
equipped with an intertace to learn new words so as
to promote its adaptability and enhance overall

performance.

3. TheMethodology
Summarization has been described as a two
[10]: (1)

cepresentation from source text and (2) Summary

step process Building a source
generation. In this section. we present a method for
building lexical chains as the source representation
using WordNet and a local word base as the
knowledge source. The algorithm for extracting

sentences to produce a coherent and informative

summary is as well developed.
3.1 WordNet
WordNet is a lexical knowledge basc

developed at Princeton University. It consists of
four data files for nouns. verbs. adverbs and
adjectives. which are organized into synonym sets

called synset. cach representing once underlying
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-2 concept. Its organization is based on

o relationships. Some of these relationships

2 Svynonym : words that can be substituted
forecach other

b.  Antonym : words that are opposite in
meaning

¢.  Hypernym : consists of the superset of a
word

d.  Hyponym : consists of the subsets of a

word

¢’}

Meronym : consists of the parts of a word
. Holonym : consists of the containers of a
word
A word may have more than one synset, each
corresponding to a different sense of the word. An
index file is associated with each data file and a list

of pointers is attached to each synset. These pointers

express relations between synsets. An example of

semantic representations that can be derived from
WordNetis:

{ Automobile, machine. person, organism}

3.1.1 Word-base
The schema of our text file used as local word base
is given as tollows:

Word Base (Word code (string), Word (string).
Part_of speech(string), Word_sense (string))
The tile allows for multiple instances of word senses
to be stored in the file. This includes proper nouns

and compound nouns.

3.2 Building Chains

The concept of lexical chains as a source
representation is based on the fact that if a text is
cohesive and coherent. successive sentences are
likely to refer to concepts that were previously

mentioned and to other concepts that are related to
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them [8].

analyzed one at a time in an attempt to relate it with

Given an input text, each word is

a word that has occurred in a previous sentence
using one of the relationships presented by
WordNet. A sequence of these words in which a
relationship has being established is what is
referred to as a chain. As relationships arc found,
the current word is being linked to the chain in
which a relationship is found and when no
relationship 1s found the word begins a new
sequence of words forming a new chain. At the end
of this process, the chains built can give us an ideal

source representation for the text being analyzed.

3.2.1 Candidate Words

Our selection of candidate words is derived
from St-Onge's method [9] of validation based on
the WordNet database, which considered only
nouns as indicated by WordNet and were validated
using the 'i’ollowi'ng: (1) it must not appear in the
stop-word. list where the stop-word list contains
closed-class words, and many vague high-
trequency words that tend to weaken chains and (2)
it must be in the WordNet noun base as is. or
morphologically transtormed as a noun.

We do not consider words that are less than
or equal to two letters in length. This is to eliminate
word that play an important role in the construction
of most texts. but will be largely misinterpreted by

WordNet. Examples are:

1. 'be' being misinterpreted as Beryllium when
in actual sense the texts mean 'he’ as in 'you

are to he there'.

(3]

'a' being misinterpreted as 'angstrom unit’
3. 'an'misinterpreted as 'Associate in Nursing'
The cost of the exclusion of these words is
preferable to the cost of their misinterpretation.,
which cannot be avoided it they were allowed. An

exclusion-list of words is also maintained similar to
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the stop-word list used by St-Onge. Our list consists
of varving length words that are also misinterpreted
bv WordNet. Morphological analysis is also carried
out to ensurc words are compatible with its
representation in the database. Also, in order to
improve the accuracy of the selection of candidate
words, we have used the Brill's-part-ot-speech
tagger [5] to identity nouns and the local word base
to classity the proper nouns and compound nouns

thatare notavailable in WordNet

3.2.2 Chain Construction

With all the candidate words from a given
text obtained. we proceed to the process of actually
constructing chains trom these words. Unlike all
other previous methods for building lexical chains.
we consider a more strict set of relationships
between words. Since our aim 1s to create an
informative as well as coherent summary
Informative in the sense that the information being
communicated by the summary 1s the same asthatot
the intent of the author or as indicated by the
structure ot the text. The summary must emphasize
on the subject the original text is communicating

The relationships we consider are

I. The repetition of a word or
synonym ofit, asin the following examples.
Car o Automobile
Computer  —> Machine
Book > Publication

]

Any relation indicated by a direct relationship of
any other of the following WordNet relation:
Antonym. Hypernym, Hyponym. Meronym.

and Holonym. Like:

Car - Truck
Car — Roof
Memory — Computer
Key =2 Piano
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These are the only relationships considered.
motivated by the result that shows that they are
easily identifiable human readable relationships
that contribute more to ensuring the coherence ot a
given text. This is no surprise due to the fact that
these texts are mainly developed for humans, it not
only. And also. strongly related sentences extracted
from a given text. tends to be as coherent as the
original text when arranged in the order of
appearance in the original text. This algorithm
eliminates any deviations by the author from the
main subject of the text and enables the use of less
complex methods for computing chain scores. In
this algorithm, relationships between words are not
scored since they are all considered to be strong
relations. ‘

Each candidate word in a given text linked
to an existing chain if it is validated by any of these
relationships and if it cannot be validated with any
existing chain. a new chain is started. At the end of
this process. the number of chains produced is
slightly higher than those produced by existing
methods and deviations by the author are clearly
indicated mostly by chains of length one and two
where the length of a chain is the number of words
that could be successfully linked to it. Also., no
attempt is made to chain a word read from the given
text to a word in an existing chain. which is
separated from it with more than five sentences.
This has also been shown to improve the coherence

ot'the chain.

3.2.2 Scoring Chains
Betore trving to make use of the chains
produced. we first score the chains to
determine which chains is useful using a
formula based on the following expectation.
. Given two chains of the same length. the
chamn with the higher number of repeated

words is scored higher.
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I_oncer chains are scored higher than shorter

ones
wuliilhine these requirements we derived a
mulaas foltows

Score (chain) — lenoth (number of distinct
words  lenath)

Chains with a single element immediately

core zero. and other extremely weak chains arce
casily identified. These chains are removed after
which the average score of the remaining chains are
computed and chains whose score tall below the
average are further eliminated. The resulting group
of chains left is chains that do well in significantly
representing the main discourse of the text and
forms the basis for the extraction of sentences to

create a summary.

3.2.3

In [2]. three heuristics for extraction of sentences

Summary Extraction

fromstrong chains were considered. They include

I. Forecach chain in the summary representation.
choosing the sentence that contains the first
appearance ot achain member in the text.

2. For cach chain in a summary representation.

choose the sentence that contains the first

appearance of a representative chain member

in the text.

For cach chain. find the text unit where the
chain 15 highly concentrated. Extract the
sentence with the first chain appearance in this
central unit.

Of all. they stated that the third heuristic
produccd the worst result being preceded by
the first and second. We thereby extend the
first and sccond heuristic in defining our
algorithm for sentence extraction based on the
source representation.

On analysis of a setof sample texts. we found
thatthe transition from the main discourse ot

et to o closely redated subject either mn the
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form of emphasis. explanation. or just total
deviation can be accomplished in a single
sentence found in the text. This observation
also “serves as basis for the sentence
extraction algorithm. Sentences are hereby
extracted from the chains as tfollows.

Givenalistof chains.

1. TFor the first chain, we extracted the first

sentence represented by a word in the chain

[N}

For the subsequent chains. we extract the first
sentence that is represented by a word in the
chain that is also represented by a word in the
previous chain. If no such sentence exists, we
extract the first sentence represented by a
word in the current chain.

The concept of a representative chain member
is not considered here because we are trying to
build a coherent summary as possible which
would demand  considering the best next
sentence related to the previous as much as
possible. And also. it producces a poor result as

reported in|2].

® |

3. And for the last chain in the list. besides
extracting the sentence that overlaps with the
previous. the last sentence represented in the

chain is also extracted.

324

The various algorithms described <o tar. have b

>ackaging the tool

implemented and packaged as an ActveN (CON
DLL (Dynamic Link Librarv) using the Acunvex
Template Library (ATI i Visual C==_ It 1s
therefore. an in-process server that can be invoked

at runtime by various programming chients based

|
on the signature

Cits IDispateh itertace which
defines the basis for connection. Also. we
mmplemented a GUT iterface from which the text

ummarizer functionality can be accessed by

desktopusers (Sec Figure 3)
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[he tertace spectficaton ot the component as
cenerated from the adl file written in Microsott
Interface Definmon Language (MIDL) dialect is

shown miteure 1.
miport "oardhidi™:
import "octdbadi™
|

Object.
Fundc 300704 1-B1ECT7-4D 18-901-0-
TRDSICOUBOT723).
dual
Hetpsivied " iContSumarizer
fnteriace™
pomter detaulitunigue)

]

\ interface [CantSumarizer - IDispatch
P b helpstring"method
stiavise™y | HRESUTL
Stumarisethstr filepath | out.
val] bstr summarvtle):

Duid(2FD 12 A7R-ERBA-H98-91B0-
ANECC T TS

versiong 1o

hetpstrmead ™ fextSummarizer 0 Ivp
Libran ™y .

|
ftheary TENXTSUNINARIZERE D
mporthibi stdofe 32 0ibh™
mmporthibe “stdole 2 lb"™ 1
i
Lunde F3030 230-0 A =3 3-
PAFD- 369 BOOSBISE).
hefpstrine"ContSumarizer Class™)
|

i
coclass Sumarize

fdetault] intertace 1ContSumartzer:

Figure 1. DI Specitication of the Content

Summarizer DLT,

The IDispatch interface (see  highlight)
specification shows that the functionality of the ool
can be invoked by calling the method “Sumarise™
with a single mput string argument. The areument is
the pathnamce ol the document file to be
summarized. while the method returns the name o
the summary output file. A sample code fora typical
instance ol v ocation of the DL component [ron,

Visual Basic is civenas follows:
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Private Sub Summary_ Click()

D hilepathname. sumareviilename as string
Filepathname — “cimydocumentsimy puperist’
smmary filename

TextSummarizersumarise( fepathanm
debug.print sumnary filename

End Sub

Also. a typical instance ol web seripting
with the text summarizer component is oiven as’
HIMI
“HEAIY -
STEVLL ATE sample code tor objeet
ContSummariser /1T 1-
“/HEAT) -
“BODY -
~OBJECT ID="TextSummartzer™
CEASSID="CLSID: 2FD42ATR-FSBA-
+498-9BEFO-38ECCTHC 1730
OBJEC
<SCRIPT LANGU AGH- "VEScrpt”
<t
Sub summitutton €Clek()y
Dy stmmarystring as stringe
SUMMEIEYSIEme = FeXSumumartZcr.Sunmmarse (sisirme )
" Where sestring v is text reecived from chient
Response. Write sunmmarysiring
End Sub

SCRIPY
BODY

Fiegure 2 s asnapshot of the eraphic uscer mterface
of the desktop version of the tool. which can be
accessed as a full Windows-based applicanon. It
also permits the introduction of new words and

usage senses into the knowledge basc.
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Souwrce Filename € \Mr D\projecti\story txi Browse

a proceduns for
srarrrtaey froea o
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Close

39

Generate Summary. .

et § {slgts £
srd edivm strong relationshepe

Figure 2. A Snapshot of the GUI of the Desktop Tool.

4. Evaluation

We assessed the tool by éomparing its summaries
with those obtained from language experts.
\lthough. some of the summaries obtained from the
cvperts were based on natural language
anderstanding and text abstraction. the results from
the tool based on text extraction proved satistactory
aath a summary of about 20%-30% of the sentences
the ortamal text. For example the result obtained

o ~ummuarization of the abstract of this paper

hown in Figure 2. We also compared

T _~ ot our tool with the summarizer of

Y 1 obtained an appreciably good

CS o omoie tizure 3 shows the trend of

closenes oooonce of our tool summarizer

when comparec tno Nicrosoft Word Auto-

summarizer in terms of word count ol generated
summaries.  The procedure employed was to
compute the percentage of original text in the
summary generated by the tool summarizer and
correspondingly generated a summary with the MS
Word Auto-summarizer at'the same set percentage
(since MS summarizer can be configured to
generate summaries at specific percentages). The
word count obtained in the series of test procedures
carried out shows close performance behaviour
between the tool summarizer and MS word  Auto-
MS  word

summarizer having fewer words in most cases. A

summarizer, although with the

table showing some of the test results is shown in
Table 1.
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Tablel: Showing Sample Experiment Results
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" . Tool MS word
Test I)’nc.t;nunl Sunmmary Summary
documents ‘_m” % Summarization word word
count i count
tl 472 28.39 134 127
t2 881 25.88 228 214
03 602 20.26 122 122
4 2711 24.08 653 0630
t5 1927 25.01 482 474
Performance of Tool Vs. MsWord Summarization using
Specific Percentages of Summarization
4500
4000 : .
3500
3000 - e MS Word Summary
2500 - Tool's Summary
2000 - ) "* = % Summarization
/ Doc. Word Count
1000 - ) e
500 |
1 2 3 5

Figure 3.

“S.Conclusion

Although the length of summary produced
this tool  ranks  favourably with  the result
produced by other algorithms. it performance also
tends 1o result in a very coherent summary of the
sample texts. The length of the summary may be
turther controlled by increasing or decreasing the
boundary value between a strong and a weak chain

i the algorithm used.
[n future work we believe a better improved
could be obtained by an algorithm that

i some method of parsing the text.

Performance of Tool Summarizer vs MS Word Summarizer

This would give more control over the summary
and may produce more specialized sentences that
draw ideas over a range of sentences. A sentence
reduction algorithm could also be used as this
would further eliminate extrancous words from

sentences.

However. the implementation of this tool as a plug-
in  component based on improved lexical chain
algorithm that can be utilized by various clients
applications and the encouraging results obtained is

no doubta step forward for context summarization.
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