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ABSTRACT

During the last twenty years, economic literature has drawn attention to an encouraging role of efficient institutional implements on economic growth. Also, the world oil prices and real exchange rates inevitably are several important variables affecting many macroeconomic parameters of both developed and developing nations on their process of economic growth/development. This paper investigates the effects of institutional quality and of the world oil prices and real effective exchange rates on the trade balance in G-20 countries over the period 1996-2012. Using a static panel data approach, the results of this study demonstrate that the world oil prices, real effective exchange rates and institutional quality are crucial factors on trade balance for G-20 countries. This study also considers the effect of the 2008 Global Economic Crisis and confirms the negative effect of the 2008 crisis on trade balance for G-20 countries.
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1. INTRODUCTION

The term “globalization” has recently been the subject of attention in both academic and policy environment by most economists and policymakers. The process of economic globalization encompasses to increasing integration of economies around the world, particularly through the movements of goods, services, and capital across borders. As economies have become more open to international trade, the transmission of economic fluctuations through trade and financial flows has assumed increased importance. With increasing trade in economies, the trade deficit has been one of the most important issues. Thus, policymakers pay importance the relationship between the exchange rate and the trade balance. In particular, policymakers are concerned about this relationship because exchange rate fluctuations are likely to change the demands for exports and imports thus, affecting the trade balance, gross domestic product, and eventually economic growth.

When investigated the literature subjected to this relationship, we see that there is a popular belief in the international economics literature that the relationship between the exchange rate and the trade balance differs between the short-run and long-run. In particular, it is widely believed that the immediate effect of devaluation/depreciation of a country's currency is to lower the trade balance, but this is reversed in the long-run. In other words, following currency depreciation, the trade balance is expected to deteriorate in the short-run before it improves in the long-run, thus; producing a tilted J shape. In the part the literature review of this study, the studies analyzing this relationship will be referred.

In this study investigating the factors of G-20 countries’ trade balance, another independent variable is the world oil price. The effect of oil price shocks on global economy has been a great concern since 1970s and has
triggered a great deal of research investigating macroeconomic consequences of oil price fluctuations. The oil price fluctuations in the trade balance have an important place in achieving. The last 40 years in response to the rise in oil prices worldwide economic recession have been observed. Oil prices affect real economic activity mechanism by means of supply and demand channels. The first study investigating the relationship between oil prices and the trade balance belongs to Agmon and Laffer (1978). Agmon and Laffer (1978) found that the trade balance of industrialized countries deteriorated markedly immediately following an oil price increase in the initial period, but after that initial deterioration these trade balances improved again.

In this study besides real effective exchange rate and world oil prices, we use institutional factors as one of the independent variables with reference to research evidence on the pivotal role of institutions in economic and social activities. Indeed institutions are hidden factors within the economic system, and it is hard to find one proxy which would suitably represent the quality of the countries’ institutions. In this study, we use the World Bank’s World Governance Indicators produced by Kaufmann, Kraay, Mastruzzi, Kaufmann, Kraay and Mastruzzi (2010) construct the governance with six dimensions: voice and accountability, political stability, government effectiveness, regulatory quality, rule of law, control of corruption. We use the summation of these six dimensions as a proxy variable of institutional quality.

The remainder of this paper is organized as follows. Section 2 outlines the previous literature, Section 3 discusses the data set and the methodology and presents the empirical findings and Section 4 concludes the paper.

2. LITERATURE REVIEW

Bahmani-Oskooee (1985) examined whether the J curve phenomenon is valid for a sample of developing countries over the period 1973-1980. The empirical results showed that the J curve phenomenon is exactly for the trade balance of the selected countries except for Thailand. Another study, Nusair (2013) tested the J-curve phenomenon for seventeen transition economies using monthly data over the period 1991-2012. Using the conditional ARDL bounds testing approach, Nusair (2013) suggest that the J-curve phenomenon is supported for only three countries from seven countries.

Arize (1994) investigated the long-run relationship between the real effective exchange rate and the trade balance in nine Asian economies over the period 1973Q1 and 1991Q1. The findings showed that there exists a significantly positive link between the two variables in Asia.

Using the co-integration technique in order to assess the long-run relation between the trade balance and the real effective exchange rate, Bahmani-Oskooee and Alse (1994) find that the trade balance and the real effective exchange rate are cointegrated for six countries from twenty countries. For most countries, the two variables were found to be not cointegrated, indicating that devaluations cannot have any long-run effects on the trade balance in the period 1971Q1-1990Q4. This result was interpreted as not being supportive finding to the J-curve phenomenon by the authors. Similarly, In and Menon (1996) investigated whether the real exchange rate and the terms of trade are cointegrated for seven major OECD countries. They find that the two variables are cointegrated and exchange rate changes Granger cause changes in the terms of trade for five of seven OECD countries.

Dollar and Kraay (2003) investigated the partial effects of institutions and trade on economic growth and find that rapid growth, high levels of trade, and good institutions go together. They conclude the paper that both trade and institutions are important in understanding cross-country differences in growth rates in the very long-run.

Baliamoune-Lutz and Ndikumana (2007) investigated whether trade openness contributes to higher income and whether institutions affect the growth of trade for 39 African countries covering the period 1975-2001 by using Arellano-Bond panel estimation techniques. The empirical results suggest that institutions have an important influence on the effectiveness of trade policy and institutions have a positive impact on growth.

Shao (2008) studied the economic factors influencing the bilateral trade balance between Japan and the US. in the period 1980-2006. The results indicate that Japan’s trade balance has a significantly positive relationship with the exchange rate in short run. Furthermore, the results show that the US. GDP has a larger than Japan’s GDP permanently positive relation on Japan’s trade balance.
Faria et al. (2009) developed a theoretical model that explains the positive relationship between Chinese exports and the oil price. The model shows that Chinese growth can lead to an increase in oil prices that has a stronger impact on its export competitors.

Hassan and Zaman (2012) examined the link among trade balance, oil price, and exchange rate shocks in Pakistan over a period of 1975-2010. Using ARDL approach, the results of the study indicate that there is a significantly negative relation among oil prices, exchange rate and trade balance of Pakistan. The authors concluded the paper that oil prices and exchange rate induces trade imbalance in Pakistan.

3. DATA, MODEL AND ECONOMETRIC METHODOLOGY

3.1. Data and Model

This study uses annual data from 1996 to 2012 for G-20 countries in order to empirically investigate the factors affecting trade balance of G-20 countries. This empirical study is based on data balance of trade, is the difference between the monetary values of exports and imports an economy, the world oil prices, real effective exchange rates and institutional quality reflecting six dimensions of governance. Balance of trade data and the world oil prices data have been obtained from the World Bank’s World Development Indicators, real effective exchange rate index have been obtained from Bank for International Settlements, and institutional quality data have been obtained from the World Bank’s Worldwide Governance Indicators produced by Kaufmann, Kraay, Mastruzzi (2010). In order to carry out the paper E views 7.0, Gauss 6.0 are used.

Econometric Model

Following the literature our study applies a static panel data (Fixed Effects) analysis. The fixed effect version of the model, which will be estimated is specified as follows:

\[ \text{BOT}_i = c + \gamma_i + \beta_1 \text{OIL}_{W, t} + \beta_2 \text{REXCH}_i + \beta_3 \text{INST}_i + \beta_4 \text{CRISIS} + \eta t + \epsilon_{it} \]  \hspace{1cm} (1)

where, \( c \) is constant term, \( \gamma_i \) represents the cross-section or country fixed effect, \( \text{BOT}_i \) is balance of trade of country \( i \) in year \( t \), \( \text{OIL}_{W, t} \) is the world oil price in year \( t \), \( \text{REXCH}_i \) is the real effective exchange rate index of country \( i \) in year \( t \), \( \text{INST}_i \) is institutional quality of country \( i \) in year \( t \), \( \text{CRISIS} \) is a dummy variable that captures the existence of the financial crisis of 2008, \( \eta t \) captures a common deterministic trend.

3.2. Econometric Methods and Findings

The first issue is to test whether or not slope coefficients are homogenous in our empirical model. It does not allow us to capture heterogeneity due to country specific characteristics, if the slope homogeneity is assumed without any empirical evidences (Breitung 2005). An homogenous panel data model (or pooled model) is a model in which all coefficients are common while an heterogeneous panel data model is defined as a model in which all parameters (constant and slope coefficient) vary across individuals (Hurlin, 2010). The estimation methods differentiate in accordance with the selection of a homogenous panel or heterogeneous panel data. This study applies Pesaran and Yamagata’s (2008) homogeneity test.

3.2.1. Pesaran and Yamagata (2008)’s Homogeneity Test

Pesaran and Yamagata (2008) proposed delta_tilde test for testing slope homogeneity in large panels. Under the null hypothesis of slope homogeneity with the condition of \((N,T) \rightarrow \infty\), so long as \( \sqrt{N/T} \rightarrow \infty \) and the error terms are normally distributed, the delta_tilde statistic has an asymptotic standard normal distribution. The small sample properties of the statistic can be improved under the normally distributed errors with bias adjusted statistic (delta_tilde_adjusted) suggested by Pesaran and Yamagata (2008). Thus, we rely on the result regarding delta_tilde_adjusted statistic. Results for the homogeneity test of Pesaran and Yamagata (2008) are illustrated in Table 1. Since the p-value of delta_tilde_adjusted is smaller than 0.05 significance level, we can
reject that slope coefficients don’t vary across individuals. Consequently, it is clear that the null of hypothesis Pesaran and Yamagata (2008)’s homogeneous test is rejected at 95%.

### Table 1. Pesaran and Yamagata (2008)’s Homogeneity Test

<table>
<thead>
<tr>
<th>Test statistic</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>delta_tilde</td>
<td>5.171</td>
</tr>
<tr>
<td>delta_tilde_adjusted</td>
<td>6.085</td>
</tr>
</tbody>
</table>

### 3.2.2. Unit Root Characteristics

The second issue in our analysis is to examine stationary properties of the dataset. Firstly, we test the existence of cross-sectional dependence across countries. Pesaran (2006) showed that ignoring cross-section dependency leads to substantial bias and size distortions in estimation of the relationship between two variables. In this study, we apply the cross-section dependence LM (CDLM) tests developed by Pesaran (2004) to verify the consideration of cross-section dependence in investigating the factors affecting G-20 countries’ trade balance. Three LM tests have been applied to check cross sectional dependency. One of them, CDLM1 was developed by Breusch Pagan (1980). Other LM tests are CDLM2 and CDLM tests that were developed by Pesaran (2004). CDLM1 test is useful when N is fixed and T goes to infinity. CDLM is better to use when N is larger and T is smaller. CDLM2 test is useful when T and N are larger enough (Guloglu and Ivrendi, 2008: 4).

In this study, we carried out two different tests that are suitable for this type of analysis to investigate the existence of cross-sectional dependence and illustrated the empirical results in Table 2. It is clear that null of no cross-sectional dependence across the members of panel is not strongly rejected at the conventional levels of significance. The cross-sectional independence across the G-20 countries indicates that a shock to the trade balance, real exchange rate, and institutional quality in a country is not likely to affect other G-20 countries.

### Table 2. Cross Section Dependence Test Results

<table>
<thead>
<tr>
<th>Constant+Trend</th>
<th>BOT Statistic</th>
<th>p-value</th>
<th>REXCH Statistic</th>
<th>p-value</th>
<th>INST Statistic</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>CD_{int} (Pesaran, 2004)</td>
<td>-0.313</td>
<td>0.377</td>
<td>-0.078</td>
<td>0.469</td>
<td>-1.338</td>
<td>0.090</td>
</tr>
<tr>
<td>LM_{adj} (PUY, 2008)</td>
<td>-1.837</td>
<td>0.967</td>
<td>-1.372</td>
<td>0.915</td>
<td>-3.178</td>
<td>0.999</td>
</tr>
</tbody>
</table>

After analyzing cross-section dependency, we control whether there exists unit root in the series in order to get unbiased estimations. Several different panel unit root tests are available. Many recent studies rely on panel unit root tests in order to increase the statistical power of their empirical findings. In this respect, we have used the approaches of Im et al. (2003, henceforth IPS), Maddala and Wu (1999, henceforth MW), Choi (2001) as the panel unit root tests. The IPS test allows for residual serial correlation and heterogeneity of the dynamics and error variances across units. The IPS (2003) testing procedure is written in Equation (2) as follows:

\[
\Delta Y_{it} = \mu_i + \rho_{i} Y_{it-1} + \delta_j + \phi + \sum_{j<i} \alpha_{ij} \Delta Y_{jt-1} + \epsilon_{it}
\]

(2)

Testing for unit root in the panel is based on the Augmented Dickey Fuller (ADF) statistics averaged across groups. Hypothesis of IPS may be specified as follows:

\[ H_0 : \rho_i = 0 \quad H_A : \rho_i < 0 \quad \text{for all } i \]

The alternative hypothesis allows that for some (but not all) of individuals series to have unit roots. IPS compute separate unit root tests for the N cross-section units. IPS define their t-bar statistics as a simple average of the individual ADF statistics, t, for the null as:

\[
\bar{t} = \frac{\sum_{i=1}^{N} t_i}{N}
\]
It is assumed that \( t \) are i.i.d and have finite mean and variance and \( \text{E}(t_i), \text{Var}(t_i) \) is computed using Monte-Carlo simulation technique. Other test MW is based on a combination of the p-values of the test statistics for a unit root in each cross-sectional unit. The null and alternative hypotheses are the same as those of the IPS test. Unlike the IPS test, the procedure advocated by MW does not require a balanced panel and it is non-parametric (Kónya 2001). MW define \( \lambda \) test statistic as follows:

\[
\lambda = -2 \sum_{i=1}^{N} \ln p_i - \chi^2
\]

where \( p_i \) denotes the p-value from the ADF test on the \( i \)th time series. MW and Choi approaches have the same framework. Choi (2001) proposes a Z test and shows that when \( N \) also tends to infinity, \( Z \) may be standardized as follows (Erlat 2009):

\[
Z = \frac{1}{2\sqrt{N}} \sum_{i=1}^{N} -2\ln p_i - 2
\]

where \( Z \) have an asymptotic N (0,1) distribution.

The results of unit root tests for the series are illustrated in Table 3. Results in Table 3 show that the series, except for OIL_W, are I(0). The ADF test statistic for the first-difference of OIL_W strongly rejects the null hypothesis, which implies that the variable is stationary in the first-difference form. Thus, we use the dataset contains the stationary series, which are BOT, REXCH, INST, \( \Delta \)OIL_W.

### Table 3. Results for Unit Root Tests

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>BOT</td>
<td>-2.349***</td>
<td>0.009</td>
<td>63.063***</td>
<td>0.006</td>
<td>-2.001**</td>
<td>0.022</td>
</tr>
<tr>
<td>REXCH</td>
<td>-2.983***</td>
<td>0.001</td>
<td>65.940***</td>
<td>0.003</td>
<td>-2.975***</td>
<td>0.001</td>
</tr>
<tr>
<td>INST</td>
<td>-4.249***</td>
<td>0.000</td>
<td>80.128***</td>
<td>0.000</td>
<td>-3.586***</td>
<td>0.000</td>
</tr>
<tr>
<td>OIL_W</td>
<td>-3.087</td>
<td>0.141</td>
<td>ADF Stat.</td>
<td>ADF p-value</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \Delta )OIL_W</td>
<td>-5.125***</td>
<td>0.005</td>
<td>0.141</td>
<td>0.005</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Notes: \( \Delta \) is the first difference operator. The maximum lag lengths were set to 3 and Schwarz Bayesian Criterion was used to determine the optimal lag length. ***,** denote the rejection of the null at the 1% and 5% levels respectively.

#### 3.2.3. Static Panel Data Analysis

We use a specific country group (G-20 countries) in the study so fixed effect panel data analysis is useful (Baltagi, 2008: 14). Panel data may have group effects, time effects, or both. These effects are either fixed effect or random effect. A fixed effect model assumes differences in intercepts across groups or time periods. Fixed effects model explores the relationship between the predictor and outcome variables within an entity. This entity may be households, countries, firms. The model assumes all other time invariant variables across entities that can influence the predictor variables to be constant.

\[
u_i = \mu_i + \lambda_i + v_i \quad i = 1,\ldots,N \quad t = 1,\ldots,T
\]

where \( \mu_i \) denotes the unobservable individual effect, \( \lambda_i \) denotes the unobservable time effect, and \( v_i \) is the stochastic disturbance term. \( \lambda_i \) is individual-invariant and it accounts for any time-specific effect that is not included in the regression (Baltagi, 2005).
If the \( \mu \) and \( \lambda \) are assumed to be fixed parameters to be estimated and \( v_i \sim \text{IID} (0, \sigma_v^2) \), then the above regression represents a two-way fixed effects error component model (Baltagi, 2005).

Fixed effects model can be formulated as:

\[
y_i = x_i' \beta + \alpha_i + \varepsilon_i
\]

where \( \alpha_i \) denotes all the observable effects and it is group-specific constant term in the regression model. \( \alpha_i \) equals \( z_i \alpha \) in the regression (3). If \( z_i \) is unobserved, but correlated with \( x_i \), then the coefficient of \( \beta \) is biased and inconsistent under assumptions of \( E(u_i) = 0; \; E(u_i^2) = \sigma_i^2 \) all \( i \); \( E(u_i, u_j) = 0 \) for \( s \neq 0 \) and \( i \neq j \).

\[
y_i = \alpha_i + x_i' \beta + \alpha_i + \gamma_i + \varepsilon_i
\]

Equation (4) can be formulated as a two-way fixed effects model controlling for unmeasured time-invariant differences between units and unit-invariant differences between time periods. \( \alpha_i \) denotes individual-specific effects and \( \gamma_i \) denotes period-specific effects.

Table 4 reports the panel estimation results using the trade balance as the dependent variable as in Equation (1), controlling for the existence of the 2008 financial crisis, in which case the dummy variable CRISIS assumes the value of one (zero otherwise). From Table 4, we can see that increases in real effective exchange rate and the world oil prices have a significantly negative impact on the G-20 countries’ trade balance. Thus, we can say that the J-curve phenomenon is not valid in the short-run for G-20 countries. In addition, institutional quality, representing the summation of the indexes of voice and accountability, political stability, government effectiveness, regulatory quality, rule of law, control corruption improves G-20 countries’ trade balance while the financial crisis of 2008 deteriorates G-20 countries’ trade balance. Consequently, we can say that institutional quality, real effective exchange rate, and the world oil prices are important determinants of G-20 countries’ trade balance.

**Table 4. Results for Panel Least Squares Method**

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coefficient</th>
<th>Std. Error</th>
<th>t-Statistic</th>
<th>Prob.</th>
</tr>
</thead>
<tbody>
<tr>
<td>C</td>
<td>5.990770***</td>
<td>1.241474</td>
<td>4.825528</td>
<td>0.0000</td>
</tr>
<tr>
<td>INST</td>
<td>1.006478**</td>
<td>0.466160</td>
<td>2.159081</td>
<td>0.0317</td>
</tr>
<tr>
<td>REXCH</td>
<td>-0.061539***</td>
<td>0.008006</td>
<td>-7.686207</td>
<td>0.0000</td>
</tr>
<tr>
<td>ΔOIL_W</td>
<td>-0.027447**</td>
<td>0.011613</td>
<td>-2.363497</td>
<td>0.0188</td>
</tr>
<tr>
<td>CRISIS</td>
<td>-1.052854**</td>
<td>0.473781</td>
<td>-2.222237</td>
<td>0.0271</td>
</tr>
<tr>
<td>TREND</td>
<td>0.125551*</td>
<td>0.070247</td>
<td>1.787278</td>
<td>0.0750</td>
</tr>
</tbody>
</table>

Note: \( \Delta \) is first difference operator and ***,**,* indicate the statistical significance at 1%, 5% and 10% levels respectively.

4. **CONCLUSIONS**

This paper investigates empirically the key factors influencing the trade balance using data for G-20 countries for the period 1996-2012. In particular, we analyze the impact of the real effective exchange rate index, the world oil price, institutional quality index, the financial crisis of 2008 on the trade balance for G-20 countries with panel data estimation technique.

Estimation using panel data has advantages over purely cross-sectional estimation as it would take into account, besides considering the cross-country relationship between the variables; how institutional quality, real effective exchange rate over time within a country may have an effect on the country’s trade balance. Moreover, working with panel data model helps to overcome unobserved country-specific effects and thereby reduce biases in the estimated coefficients.
The empirical results based on the fixed effects model show that the real effective exchange rate index, the world oil price, the institutional quality index are important factors in explaining G-20 countries’ trade balance. Especially, our findings that depreciation has no short-run positive effect on the trade balance imply that the selected economies may not use exchange rate policy to increase exports and promote economic growth in the long-run.

The empirical evidence also showed by the regression is in line with the hypothesis that institutional quality has a significant positive impact on trade balance for G-20 countries. Thus, we can say that countries with better institutions also tend to trade more and the institutional quality needs to be improved in case of the participation of the countries’ citizens in selecting their government and the quality of regulation.
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